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Abstract. This paper introduces a new algorithm to deal with multi-
objective combinatorial and continuous problems. The algorithm is an
extension of a previous one designed to deal with single objective com-
binatorial problems. The original purpose of the single objective version
was to study in a rigorous way the properties the search graph of a par-
ticular problem needs to hold so that a randomized local search heuristic
can find the optimum with high probability. The extension of these re-
sults to better understand multi-objective combinatorial problems seems
to be a promising line of research. The work presented here is a first small
step in this direction. A detailed description of the multi-objective ver-
sion is presented along with preliminary experimental results on a well
known combinatorial problem. The results show that the algorithm has
the desired characteristics.

1 Introduction

Real world optimization problems are usually multi-objective (MO) in nature.
The lack of exact methodologies to tackle these problems makes them attractive
theoretically, and practically.

In the last few years many population-based strategies have been proposed
to deal with these problems. These strategies seem especially well suited for
MO problems where a set of solutions, instead of a single solution, is needed.
Among them Genetic Algorithms [1,9] have been the most widely used. Other
approaches were proposed as an extension of their mono-objective counter part,
some of these are: MO Simulated Annealing [14,15], MO Ant Colony Optimiza-
tion [16,17], MO Particle Swarm Optimization [18], MO Evolutionary Strategy
[21], MO Tabu Search [19,20], among others.

The mainstream of research with these methods has been directed to exper-
imental rather than theoretical issues. The reasons for this are simple: first, the
analysis of these algorithms are extremely complex and the insight gained with
the results are usually poor; second, the urgent need for methodologies to solve
real problems is high.



On the other hand the research community in analysis of algorithms has
focused in trying to find a model for the random local search heuristics. This with
the objective of giving a rigorous explanation of these algorithms behavior. One
such attempt has been the model of heuristics where good solutions are preferred
over bad solutions in what was called the “Go with the Winner” (GWW) scheme.

The GWW algorithm have been introduced by Aldous and Vazirani [2] as an
attempt to give a rigorous explanation of the behavior of some algorithms based
on a non crossover “survival of the fittest” paradigm. This algorithm resembles
the well known simulated annealing strategy and is restricted to work with search
graph with a tree structure [2]. Dimitriou and Impagliazzo [5,6] generalize the
algorithm to deal with general search graphs. In this paper an extension of the
generalized version of GWW algorithm to deal with MO optimization problems
is presented.

In order to extend all theoretical results of the single objective case to the
MO case, a great deal of work will be required. Our first step is to propose an ex-
tension of the algorithm and to study its performance on a N P-hard scheduling
problem.

Scheduling appears to be one of the most challenging combinatorial MO
problems. In a real scheduling problem we are interested not only in minimizing
the latest completion time (makespan) but also in minimizing the total time all
jobs exceed their respective due dates. These objectives are usually in conflict
with each other.

The remainder of the paper is organized as follows. Section 2 presents the
GWW algorithm and extends it to deal with MO problems. Section 3 states the
problem to be used as a study case. Section 4 shows the experimental setup and
results. Finally, section 5 presents the summary of this work.

2 The Go with the Winners Algorithm

Originally, the GWW algorithm was designed for search graphs with a tree
structure and the main result is as follows [2]. If we want to increase the success
probability in a randomized optimization heuristic from p (generally small) to
0.99, one way is to re-run the heuristic O(1/p) times and select the best answer.
In case of the GWW algorithm this number can be reduced to log(1/p) runs
of the algorithm by introducing some interactions between the runs. Dimitriou
and Impagliazzo [5] introduced a variant of this algorithm that can be used for
search graphs that are not trees. They show that for any one of a large class of
distributions on search graphs their version of the GWW finds, in polynomial
time, the optimum with high probability, for almost all search graphs drawn
from the distribution. The most important result is that they also found a suffi-
cient condition on the search graph structure (a combinatorial property) for the
algorithm to reach the optimum with high probability. This property is known as
the “local expansion property.” Carson [3] uses the GWW algorithm to analyze,
experimentally as well as analytically the search graph for the bisection problem.
The analysis performed can give information regarding which instances will be



easy to solve by a given local search algorithm. Basically, search graphs having
the local expansion property will be easy to solve by the GWW algorithm. The
pseudocode for this algorithm is given below.

Algorithm 1. GWW for integer minimization [3].

Parameters. P: number of particles in the population. L: number of
steps in the random walk.

Step 1. Initialization. Generate P random solutions. Place particles on
each of these solutions. Initialize i to be the maximum objective function
value in the starting population.

Step 2. Until all particles are at local minima do:

Step 3. Restriction. i =i — 1. /*decrease the threshold*/

Step 4. Redistribution. Let M be the set of particles at solutions of
cost exactly i+ 1. If [M| = P, then exit. Otherwise, delete the particles in
M and make |M| copies of randomly selected members of the remaining
population.

Step 5. Randomization. For every duplicate made in the previous
step, execute the following random walk for L steps; select a random
neighbor; if the neighbor is of cost at most 4, then move to that solution,
otherwise stay at the current solution. (Note that selecting a neighbor
but not moving to it still counts as one of the L steps in the random
walk).

Step 6. Continue to stage i = ¢ — 1.

The main idea with this algorithm is to improve the iterative local search
procedure by the introduction of interactions between different runs of the algo-
rithm. The interactions are given in the restriction step since ¢ determines which
solutions continue (go with the winners) and which are deleted.

The initialization step consists on the generation of P initial solutions. The
assumption in this step is that the particles are uniformly distributed in the
search graph. The restriction step forces the search graph to be partitioned
into components with different levels, where each level represents a value of the
objective function and an element of a component with no down connections
represents one local optimum for the instance. In the redistribution stage all
solutions over the current threshold level are deleted and replaced by copies of
solutions under the threshold level (minimization problem). From each of these
solutions, in the randomization step, a length L random walk is performed.
This is a way to uniformly explore the subset of solutions at the current threshold
level. The algorithm works on the hypothesis that the following loop invariant
holds ”at each iteration of the algorithm steps 3, 4 and 5 the search graph is
uniformly sampled.”

2.1 The Multi-objective GWW

With the same philosophy we apply these steps to the MO version of the algo-
rithm whose pseudocode is described as follows.
Algorithm 2. MOGWW.



Parameters. P: number of particles in the population. L: number of
steps in the random walk.

Step 1. Initialization. Generate P random solutions. Place particles
on each of these solutions. Classify the solutions according to their dom-
inance relations. Initialize ¢ to be the worst nondominated front rank.
Step 2. Until all particles are nondominated do:

Step 3. Restriction. § = ¢ — 1. /*decrease the threshold*/

Step 4. Redistribution. Let M be the set of particles at solutions in a
nondominated front of rank ¢+ 1. If M| = P, then exit. Otherwise, delete
the particles in M and make |M]| copies of randomly selected members
of the remaining population in higher remain fronts.

Step 5. Randomization. For every duplicate made in the previous step,
execute the following multi-objective random walk for L steps; select a
random neighbor; if the neighbor is not dominated by any solution in the
front with rank 4 then move to it, otherwise stay at the current solution.
(Note that selecting a neighbor but not moving to it still counts as one
of the L steps in the random walk).

Step 6. Reclassify the solutions according to their dominance relations.
Initialize ¢ to be the worst nondominated front rank. Continue to the
next stage.

This algorithm works with the same principles as Algorithm 1 does. The
extension is performed by introducing a proper threshold condition and a corre-
sponding multi-objective random walk.

The main idea regarding the threshold is as follows. At each stage the so-
lutions are classified in nondominated fronts, here the poorest front is assigned
the highest index and it is selected as the threshold, i.e. all solutions which are
in that front are deleted and replaced with solutions in fronts with lower indices.
An option to generalize this step can be to do the replacement with solutions
coming only from a particular set of fronts (e.g. coming only from the best front).

Each one of the duplicates is the starting point of a length L random walk, at
each step in this walk the selected neighbor is compared to solutions originally
in the front adjacent to the previously deleted one. In this way it is ensured
that the new solutions will not be worse than the front which is going to be the
threshold at the next stage. The function of this step is to uniformly sample
the search graph at a given level of solution quality. This mechanism allows the
algorithm to keep a diverse set of solutions, something that is not easy to achieve,
for instance in Genetic Algorithms.

An advantage for this algorithm is that it needs only two parameters L and
P, where L can be determined previous to the running of the algorithm. The
appropriate number of particles will depend on the search graph structure. If
this is composed of many disconnected components then the required P will
be large. When the graph is composed of a single component the P does not
need to be large. Another point in favor of MOGWW is that it presents a 100%
of nondominated solutions at the end of the run and the number of iterations
is automatically determined. This number is, for a fixed L, a function of the



number of particles P. Since this multi-objective version uses the nondominance
relations to define the threshold and not the objective function values it can be
used also for continuous problems.

Points against the algorithm have to do with the length L of the random
walk that can make the algorithm to be computationally expensive.

2.2 How to decide L: The decorrelation test

One very important condition for this algorithm to succeed is the local expansion
property the search graph needs to have. In order to have an approximated
measure to verify the existence of this property, Carson [3] proposed what he
called the decorrelation test. The decorrelation test is proposed to understand
how many steps in the random walk are needed in order to uniformly distribute
the particles at each level of the graph.

The decorrelation test can be described as follows [3]: select two random
vertices v and u of the search graph (solutions). From v perform a random walk
of length L (parameter to be tested), and define the endpoint as v'. Compare the
distance d(v', v) with d(v', ). For infinite random walks, v’ is uncorrelated to v.
Therefore, as the random walk approaches its asymptotic behavior, each distance
is equally likely to be the shortest. In order to test the MOGWW with this idea,
we use the relative frequency of 1000 experiments on each step as the probability
of having d(v',v) < d(v', ). This value representing the decorrelation probability
must be near 0.5 to indicate that the algorithm pass the test, in other case the
parameter L must be increased. This test gives information about the search
graph structure. If the search graph is composed of a great number of weakly
connected components then the L to pass the test will be large. However, if the
graph have only one main component then the required L will be small.

3 A Study Case: The Permutation Flowshop Problem

The permutation flow-shop problem consists of a set J of n jobs that must be
processed in a set of machines M. Each job j € J has m = |M]| operations.
Each operation Oy, representing the k-th operation of job j, has an associated
processing time #3;. Each machine must finish the operation once it is started to
be processed (no preemption allowed). No machine can process more than one
operation at the same time. No operation can be processed by more than one
machine at a time. Each job j is assigned a readiness time r;, and due date d;.
All jobs must have the same routing through all machines. The goal is to find a
permutation of jobs that minimizes a given objective function (since the order
of machines is irrelevant).

In order to understand the objective functions we want to optimize we need
to set up some notation first. Let us denote the starting time of operation Oy;
by skj, its completion time by cg;. Define K,,, as the set {1,2,---,m}. With this
notation a feasible solution holds the following conditions:



sp; >r; VEeKy,jeT (1)

Skj +trj < Sh1);Vk € Km—1,J €J . (2)

All pairs of operations Og; and O,; processed on the same machine must
satisfy:

Skj + 1ty < Sy O
spi + tr; < sy; for each machine in M,k #rorj #i . (3)

Now we are in position of defining the objective functions. First we consider
the makespan, which is the completion time of the latest job, i.e.

fi= mfx{smj +tmj} - (4)

The mean flow time, representing the average value of the time during which
the jobs remain in the shop, is the second objective.

n

fo=fl=1/n)) fl; (5)

i=1

where fl; = spmj + tm; — rj, i.e. the time job j spends in the shop after it is
released. The third objective is the mean tardiness, i.e.

n

fa=T=Q1/n)> Ty, (6)

Jj=1

where T; = max{0,L;}, and L; = sy + tm; — d;.
Thus, we have the following MO problem:

min(f13f27f3)
subject to (1) — (3) . (7)

The application of GA’s to MO scheduling problems has been rather scarce.
Interesting ideas are presented in [10], [11], and [12].

In [11] the scheduling of identical parallel machines, considering as objective
functions the maximum flow time among machines and a non-linear function
of the tardiness and earliness of jobs, is presented. In [12] a natural extension
of NSGA [13] is presented and applied to flow-shop and job-shop scheduling
problems. Another, totally different approach is that presented by Isibuchi and
Murata [10]. They use a local search strategy after the genetic operations without
considering non-dominance properties of solutions. Their method is applied to
the MO flow-shop problem.



4 Experimental setup and results

The experiments have two main objectives. The first one is related to the perfor-
mance study of the algorithm when different random walk lengths are used. The
second one has to do with the study of the relative performance when comparing
the MOGWW with a well known genetic algorithm.

The neighborhood for this particular problem is defined by the insert operator
described in [7]. The distance measure used in the decorrelation test is based on
the minimum number of times this operator needs to be applied to one solution
to reach the other.

Before any experiment, aimed at measuring the algorithm performance, is
carried out the decorrelation test is applied for the analyzed instance. Two dif-
ferent lengths were tried L = 35 and L = 75, the obtained results for the mean
decorrelation probability were a 0.678 (2.26% standard deviation) and 0.522
(3.08% standard deviation) respectively. As the reference value is 0.5 we can see
that L = 35 fails to pass the test and L = 75 success in the test.

Once we know that the length to use is L = 75, we need to study the
performance of this algorithm. Previous to this, some performance measures are
defined.

4.1 Performance measures

The performance measures are related to the dominance relations between non-
dominated fronts generated by the studied algorithms. The measures can be
defined as follows [7]: m! counts the number of times a dominance relation can
not be establish between a solution given by algorithm A and the set of solutions
given by algorithm B, m? counts the number of solutions given by algorithm B
dominate solutions generated by algorithm A, m?® counts the number of times
solutions given by algorithm A dominate solutions given by algorithm B, fi-
nally m* counts the number of times solution has copies of itself in the other
nondominated set.

4.2 Random walk length and Performance comparison

The set of instances used here are the same as those described in a recent work on
the same problem [7], and which are available on the web . Ten instances of 75-
jobs and 20-machines were used to perform the experiments. For each instance
the number of particles is set to P = 100 and the decorrelation length L is fixed
to 75. The length was set by using the decorrelation test proposed by Carson

For each studied instance 50 runs are performed taking the union of all the
resulting nondominated solutions. Figures 1, 2 and 3 show the projections of
the solutions obtained by two different decorrelation lengths, one which does
not pass the decorrelation test (L = 35), and another which does (L = 75).

Y http:/ /www. cicese.mz/~ cbrizuel/MOGWW /instances. html
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Fig. 1. Projection of Makespan and Mean Flow Time for the union of all nondominated
solutions of 50 runs with L = 35 and L = 75 (Instance 6, P = 100).
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Fig. 2. Projection of Makespan and Tardiness for the union of all nondominated solu-
tions of 50 runs with L = 35 and L = 75 (Instance 6, P = 100).

Table 1 shows the dominance relations between these two sets of solutions. The
obtained results with the length which pass the decorrelation test dominate 20%
of the solutions obtained with the length which does not pass the test (L = 35).
Equivalent results were obtained for the other instances (not shown here). This
result tell us about the importance of using the appropriate length L in order
to have a good uniformity, and therefore a good sampling performance.

4.3 GA vs. MOGWW

The set of nondominated solutions obtained with length (L = 75) which pass
the decorrelation test for each analyzed instance is compared to the results ob-
tained in a previous work [7]. Figures 4, 5 and 6 show the projections of the
nondominated fronts obtained by the MOGWW and the one reported in [7].
The parameters used by the GA are as follows: population size is 100, number of
generations is 2000, crossover rate is 1.0 and mutation rate is 0.1. Table 2 shows
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Table 1. Dominance relations between the union of all nondominated solutions of 50
runs with L = 35 and L = 75 (Instance 6, P = 100)
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the nondominance relations between these two sets of solutions. The results ob-
tained by the MOGWW algorithm clearly dominate to the solutions obtained
by the GA algorithm.



3320 -

GA ©
MOGWW  +

3300

T

T
o
&
°
!

3280

3260

T

3240

T
o
o
o
o8&
L

? oo,

3 (Tardiness)

T
}
i
|
L

3220

3200

T

3180 * * T b

T

5300 5350

3160 L
5100 5150 52

00 5250
f1 (Makespan)

Fig. 5. Projection of Makespan and Tardiness for the union of all nondominated solu-
tions of 50 runs of GA and MOGWW (Instance 6).

3320 : =
GA ©
MOGWW +
3300 |- B
s
Lt
3280 | @ ° 1
8
&

3260 |- & B
@
0
£ P
T 3240 N fo"o& R
= a0
Py + @9
T 3220 b % 1

+
.
,
3200 - " B
#
3180 [ 4 B
3160

L L L L L
2340 2360 2380 2400 2420 2440 2460 2480 2500
f2 (Mean Flow Time)

Fig. 6. Projection of Mean Flow Time and Tardiness for the union of all nondominated
solutions of 50 runs of GA and MOGWW (Instance 6).

Figures 7, 8 and 9 show the projections of the solutions obtained by one run of
the MOGWW and one of the GA [7], both selected randomly.Table 3 shows the
nondominance relations between these two sets of solutions. The result shows
a very tight case where more than 90% of the solutions are non comparable.



Table 2. Dominance relations between the union of all nondominated solutions of 50
runs of GA and MOGWW (Instance 6)

Algorithm| m* | m® m? m'

GA 0.00%| 0.00% [36.57%63.43%
MOGWW [0.00%|36.57%| 0.00% [63.43%

Table 3. Dominance relations between nondominated solutions of a single run of GA
and a single run of MOGWW (Instance 6)

Algorithm| m* | m® | m? m'

GA 0.00%2.36%]|5.26%92.38%
MOGWW |0.00%|5.26%|2.36%|92.38%
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Fig. 7. Projection of Makespan and Mean Flow Time for the nondominated solutions
of one run of GA and MOGWW (Instance 6).

Even though the fronts are similar with respect to the nondominance relations,
they are different in the front dispersion given by the algorithms. In this sense
MOGWW has a bigger front dispersion than the GA. This is a result of the good
diversity maintenance mechanism of the MOGWW.

Table 4 shows the dominance relations between the union of all nondominated
solutions obtained by 50 runs of the MOGWW and the union of all nondomi-
nated solutions obtained by 50 runs reported in [7]. The results for all instances
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Table 4. Dominance relations between the union of all nondominated solutions of 50
runs of GA and MOGWW (10 instances)

Algorithm| m* | m® m? m'

GA 0.00%| 0.00% (19.23%(80.77%
Instance 0] MOGWW [0.00%(19.23%]| 0.00% |80.77%
GA 0.00%| 0.00% |43.69%56.31%
Instance 1| MOGWW [0.00%(43.69%| 0.00% [56.31%
GA 0.00%)| 0.00% |30.62%|69.38%
Instance 2| MOGWW [0.00%(30.62%]| 0.00% [69.38%
GA 0.00%| 0.00% |16.74%|83.26%
Instance 3| MOGWW [0.00%(16.74%]| 0.00% |83.26%
GA 0.00%| 0.00% (23.12%|76.88%
Instance 4] MOGWW [0.00%23.12%]| 0.00% |76.88%
GA 0.00%| 0.00% |32.27%|67.73%
Instance 5| MOGWW [0.00%(32.27%]| 0.00% [67.73%
GA 0.00%)| 0.00% |32.80%|67.20%
Instance 7| MOGWW [0.00%|32.80%| 0.00% |67.20%
GA 0.00%| 0.00% |24.34%|75.66%
Instance 8| MOGWW [0.00%(24.34%] 0.00% [75.66%
GA 0.00%]| 0.00% |59.10%40.90%
Instance 9] MOGWW [0.00%(59.10%]| 0.00% [40.90%

Table 5. Number of iterations and evaluations

Algorithm|Mean Number|Standard Deviation|Mean Number|Standard Deviation
Name of Iterations (Iterations) of Evaluations (Evaluations)
GA 2000.00 0.00% 200000.00 0.00%
MOGWW 1028.26 10.19% 715776.00 10.83%

including those in Table 2 show a clear superiority of the proposed MOGWW
over the GA. The algorithm used in [7] is probably not the best up to date GA
for the problem, but the results are competitive. Similar results, not shown here,
were obtained by comparing the MOGWW with the well-known NSGA-II [4] for
the same set of instances [8].

Table 5 shows the mean number of iterations and evaluations and their stan-
dard deviations for the MOGWW and the GA. This table shows that the pro-
posed MOGWW needs more computing time than the GA, therefore we may
increase the population size of the GA and perhaps obtain better results. How-
ever, the main point here is to show that the algorithm works similar to what its
single objective version does. On the other side an interesting characteristic is
that the algorithm needs only two parameters, one of which can be easily tuned
previous to the run of the algorithm.




5 Conclusions

A new algorithm for continuous and combinatorial multi-objective optimization
problems have been proposed. The algorithm is based on the “Go with the
winner” paradigm introduced to model randomized local search. A detailed de-
scription of the algorithm was presented along with the ideas behind each step.
The new algorithm is tested with a classical scheduling problem, the permuta-
tion flow shop. Preliminary results show that the algorithm works following the
principles of its single objective version.

Future research is planned to extend the motivating theoretical results ob-
tained with the algorithm in single objective problems to the multi-objective
cases. Additionally future research comparing the performance of the proposed
algorithm against a multi-objective multi-start local search with a replacement
criteria based on pareto-dominance relations would be interesting.
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