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1   The Problem 

 
In many real-world optimisation problems, we need to find a set of near-optimal solutions from which one 
can be selected [8][9]. For instance, multiobjective optimisation problems form an extensive class of 
problems where multiple criteria need to be satisfied. The multiple objectives are often conflicting and/or 
incommensurable and the goal is to find a solution which represents a set of good compromises between the 
objectives. Moreover, in some single-objective optimisation problems, it might be necessary to find several 
good local optima so that a decision maker may make the final choice. 

The space allocation problem is a constrained multiobjective combinatorial optimisation problem related 
to the bin-packing and the knapsack problems [10]. It refers to the distribution of n objects of different sizes 
into m areas of space with different capacities. There are hard constraints that must be satisfied so that the 
solution is feasible and soft constraints that it is desirable to accomplish. The goal is to find a distribution of 
all objects into the areas of space that optimises the space utilisation, satisfies all hard constraints and satisfies 
as many soft constraints as possible. Sometimes, the conditions (constraints, number/size of objects, 
number/capacity of areas of space) of an existing allocation are changed and a reorganisation of the 
distribution is required. In this case, there is an additional objective: minimise the disturbance due to 
reorganisation [3]. 

The space allocation problem in academic institutions refers to the distribution of people (staff, research 
students, etc.) and other resources (laboratories, lecture rooms, etc.) to physical rooms. There are several types 
of constraints such as: proximity/adjacency, grouping and sharing constraints. Proximity/adjacency 
constraints exist when one person needs to be close to certain rooms or to another person. Grouping 
constraints refer to a group of people that need to be allocated close each other. Sharing constraints refer to 
the situation in which people should not share a room with another resource. In the real instances of this 
problem, there is an additional goal that is very difficult to accomplish and to evaluate: how satisfied is each 
person with the assigned room? When selecting a solution for a space allocation problem, we must consider 
multiple criteria from more than one decision-maker. It is desirable to select from among several possible 
solutions [5]. 
 
2 Solving the Problem 
 
Our research is focused on solving the space allocation problem (not only finding a solution to a specific 
instance) using metaheuristics and in particular, multiobjective optimisation techniques. We have investigated 
the application of hill-climbing and some metaheuristics such as simulated annealing, tabu search and genetic 
algorithms to the space allocation problem in universities [4]. Recently we proposed a hybridisation of some 
of these methods that offers good solutions when constructing a new allocation for this problem [2]. Given the 
multiobjective nature of the space allocation problem, we incorporated a population of solutions into the 
hybrid metaheuristic [1]. The proposed approach is based on evolving an initial set of feasible solutions using 
self-adaptation and information-sharing between the individuals. This approach produces a set of good 
solutions that represents a compromise between the two objectives: minimisation of space misuse and 
minimisation of the violation of soft constraints. By preserving multiple possible solutions, the decision-
maker can then chose a solution which gives the greatest possible satisfaction to the space users. In our 



experiments, it has been observed that the technique is capable of improving the initially constructed set of 
solutions while maintaining diversity in the population. In most of the cases, the quality of the solutions found 
by the population-based hybrid metaheuristic is better than the quality of the solutions produced by re-starting 
the single-solution version of the technique. In our experiments, we have used an aggregating function to 
combine the objectives into a single scalar value and a dominance relation to produce a set of non-dominated 
solutions. Several issues need more investigation in order to establish further conclusions about the 
effectiveness and efficiency of our approach for multiobjective optimisation. 
 
3   Neighbourhood Structures 
 
We use a local search heuristic that explores the neighbourhood using five different moves: allocate, remove, 
relocate, interchange and swap. Allocate is the allocation of a resource to a room. Remove is the removal of a 
resource from the assigned room. Relocate is the change in the assigned room for a resource. Interchange 
refers to the exchange of assigned rooms between two resources. Swap moves all resources allocated into a 
room to another room and vice versa.  

It has been observed that during the evolution process of an allocation, the type and number of successful 
move attempts varies. The use of different neighbourhood structures in the various stages of the solving 
process might provide better results. This is particularly important in reorganisation problems where the aim 
is to provide feasible solutions that incorporate the requested changes, with as little disturbance to the 
allocation as possible. Defining different neighbourhood structures for reorganising an allocation may help 
solve other real-world combinatorial optimisation problems in which it is required to modify an existing 
solution [7]. In the full paper, we investigate the application of Variable Neighbourhood Search (VNS) 
proposed by Mladenovic and Hansen [12] to solve the space allocation problem. 
 
4   Validating the Hybridisation 
 
Adding a population of solutions that share information during the evolution process with no recombination, 
improved our initial hybrid metaheuristic. What is the real effect of the information-sharing mechanism? 
What are the real advantages of having a population over re-starting the hybrid metaheuristic? We will 
provide results that permit us to clarify these issues. Comparing the performance of a given single-solution 
technique with its variant including a population with a cooperation mechanism, allows us to establish 
whether this idea can be extended to other metaheuristics. Using a population of solutions in combination 
with variable neighbourhood search has a potential application to multiobjective optimisation. The various 
neighbourhood structures can be used by different members of the population, according to the various 
objectives. 

Some researchers have found that evolutionary algorithms and in particular genetic algorithms require a 
large population size and number of generations to operate [11]. It is also true that these algorithms have to 
cope with two common problems: keeping diversity in the population and avoiding premature convergence 
[13]. The population size used in our approach can be quite small without decreasing the effectiveness of the 
technique. In addition, a considerable amount of improvement is achieved in the early iterations of the 
algorithm. 

In some multiobjective optimisation problems, we are required to find the Pareto-optimal front or a near-
Pareto-optimal front [6]. In this case it is not only the diversity of the resulting set of solutions that is 
important, but also the spread of the population over the desired front. Diversity means that a given set of 
solutions should not be clustered together. Spread refers to the portion of the front that is covered by the set of 
solutions. Diversity and spread can be defined in relation to the solution space or in relation to the objectives 
space. That is, do we require solutions that represent very different allocations, solutions that have different 
objective values or both simultaneously? Another measure to assess the effectiveness of a multiobjective 
optimisation technique is how far the obtained non-dominated set is from the Pareto-optimal front? We found 
that our population-based metaheuristic is capable of maintaining a reasonable diversity in both the solution 
space and the objectives space. Additionally, we present results using a genetic algorithm in our experiments. 
A comparison between this genetic algorithm and the other population-based approaches in all aspects 
mentioned here will be presented in the full paper. 



 
5   Preliminary Results 
 

In this section, we present some early experimental results for a medium-size space allocation problem. In this 
test problem, there are 77 human resources, 77 rooms and 30 constraints. A feasible solution must have all 
resources allocated and there are the two objectives: the minimisation of space misuse (wastage and overuse) 
and the minimisation of constraint violations. 

Using our hybrid metaheuristic, we executed 30 runs distributed as follows: 10 runs minimising space 
misuse, 10 runs minimising constraint violations and 10 runs minimising both metrics simultaneously using 
an aggregating function. Details of the data used in our experiments and the evaluation function can be found 
in [3]. A CPU execution time of 120 seconds was given to each run. 

During the improvement phase in our algorithm, three of the five moves are used to explore the 
neighborhood: relocate, interchange and swap. The success of each type of move to improve the solution 
varies according to the objective that is being optimised. We measured the contribution of each move to the 
total number of moves that produced solution improvements in our experiments. In Table 1, we observe that 
the contribution of the relocate and interchange moves is very similar in the minimisation of space misuse. 
When minimising constraint violations, the interchange move contributes considerably more than the relocate 
move. If both objectives are combined using the aggregating function, the contribution of these two moves is 
reduced. In all three cases, the most successful move is the swap operation. If minimising constraint 
violations, most of the improvement is produced by the interchange and swap moves. In the other two cases, 
the swap move contributes with almost 90% on the successful operations. Further analysis of the spread rate 
and the quality of the obtained front with respect to the Pareto-optimal front is discussed in the full paper. 
Similar experiments have been carried out for the other techniques such as hill-climbing, simulated annealing 
and tabu search. 

 minimising space misuse minimising constraint violation aggregating function 
Relocate 9.40  3.25  1.71 

Interchange 7.45  30.42 8.71 
Swap 83.15 66.33  89.58  
total  100 100  100 

Table 1. Average percentage of success for each type of move. 
 

The disruption produced by these moves to the existing allocation is different in each case. Relocate is the 
operation that disrupts the least, while swap in the one that disrupts the most. The use of different 
neighborhood structures according to the type of problem and the objective being optimised appears to be 
useful in this multiobjective combinatorial optimisation problem. 

Additional experiments were conducted to compare the performance of a given metaheuristic using the 
population-based and the single-solution variants. Using different population sizes, our hybrid population-
based metaheuristic was executed using the test problem described before. For each population-size, the 
single-solution variant of the metaheuristic was re-started to produce the same number of solutions. Table 2 
presents the statistics for the set of solutions produced in these experiments. The diversity metric measures the 
difference between allocations within a specific set or population. The higher percentage value, the more 
diverse the set of solutions is. A value of 100% would indicate a set of solutions in which all the allocations 
are different, i.e. no resource has been allocated to the same room in any two different solutions. We observe 
that with both population-sizes, the population-based metaheuristic outperforms the multi-start single-solution 
approach in terms of the solution fitness maintaining a diverse population too.  

 population size = 5 population size = 20 
 spmh ps=5 pbmh ps=5 ssmh ps=20 pbmh ps=20 

Best Fitness 7687.09 3566.93 5457.68 3566.93 
Worst Fitness 10030.79 9123.49 15408.93 11151.12 

Average Fitness 8662.21 6795.61 9226.98 7578.04 
Diversity 

Percentage 
77.92 72.73 56.04 54.50 

Table 2. Comparison of the single-solution and population-based variants with different population sizes. 



 
6   Conclusions 
 

We do not intend to establish our approaches as an overall winner, because as is stated by some researchers in 
the community [9], it is not clear which technique is the best for multiobjective optimisation. However, with 
our experiments and results, we aim to achieve four goals. To validate the effectiveness/efficiency of our 
approach for multiobjective optimisation. To extend the idea of population-based variants to other known 
single-solution methods. To offer an insight into the application of variable neighborhood search in 
multiobjective optimisation. Finally, we intend to present a fair comparison between different techniques to 
solve the multiobjective space allocation problem.  
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