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Abstract: In modern mass rapid transit systems
trains are often equipped with regenerative
braking. Effective control of firing angles at
traction substations (TSS) will bring about high
recovery of regenerated power, even load sharing
among TSS and thus economic returns. These
two objectives of high power recovery and even
load sharing are conflicting, and do not reach
their optima simultaneously. A tradeoff approach
is proposed for optimising these two objectives
and for compromising with other objectives using
a genetic algorithm. Consistent power saving has
been obtained from optimisation results and load
sharing can be greatly improved through co-
ordinated optimisation of TSS firing angles. The
optimisation presented 1is carried out at a
particular ‘snap shot’. The proposed approach is
being extended to a time period for dealing with
overall energy recovery.

List of principal symbols

N Number of railway elements
Obj1(B) First objective function
0bj2(B) Second objective function
P, QO Active and reactive power

Fit(f) Fitness function
Vy DC busbar voltage
1 DC busbar injected current
DC system conductance matrix
a Transformer off-nominal turns ratio
MG Maximum number of generations
N, Population in each generation
B Traction substation firing angle
o Objective weight
¢ Power factor angle
Subscripts
7SS Traction substation
Tr Train
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1 Introduction

Cost effectiveness is of important concern in modern
MRT operation and there is a great incentive to save
capital and running costs. In MRT systems trains are
often equipped with regenerative and rheostatic brak-
ing [1-8]. During regenerative braking, the released
power is either used by nearby trains or returned to the
power supply system through traction substations
(TSSs) equipped with inverters [2-6]. There is a ten-
dency for nearby voltages to rise during the process,
which could limit the amount of power recovered by
these two means. Rheostatic braking is activated to
prevent excessive voltages and to minimise damage to
railway equipment. To ensure power recovery effi-
ciency, rheostatic braking is avoided wherever possible
to maximise power delivery.

Power recovery efficiency is usually represented by a
performance index known as line receptivity. It is time-
varying and depends on the direct voltage profile which
is a function of train positions and power demands.
Train positions and power demands are functions of
the service schedule, particularly the headway and syn-
chronous delays which vary with the period of the day
[2, 3]. Line receptivity also depends on the AC supply
loading conditions and the configuration of the railway
supply network, such as TSS positions and other
parameters.

Apart from supply configuration and service sched-
ule, line receptivity is influenced by electrical control of
TSSs, their firing angles and transformer tap positions.
A fuzzy-dwell-time controller was proposed for each
train [6] and is shown to be able to optimise power
recovery and regularity under different TSS firing
angles. Because of the time-varying system structure
under different operating conditions, rheostatic loss
during regenerative braking does not remain constant.
Thus each TSS firing angle must be optimised dynami-
cally in order to achieve the full power recovery for all
operating conditions. This is one of the two objectives
this paper addresses.

The other objective is to achieve even load sharing
among TSSs. Generally, in the absence of control, the
bulk of recovered power from trains is returned to the
power system through nearby TSSs. Thus, power han-
dled by these nearby TSSs will be large, and sometimes
can exceed their capacities. Overall supply capacity of
the railway system is thus curtailed. On the other hand,
if the recovered power can be returned through all
TSSs evenly, the power handled by each TSS is
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decreased [9]. To achieve this it is necessary to appro-
priately adjust all TSS firing angles.

The two objectives are thus related to TSS firing
angle control. They are conflicting and do not reach
their optima simultaneously. Thus, a tradeoff must be
made as a compromise between the two objectives,
where an optimal solution is obtained from a problem
of bicriterion railway optimisation.

Genetic algorithms (GAs) represent a general optimi-
sation method which requires little knowledge about
the problem to be optimised other than the cost of each
candidate solution or its fitness function. In recent
years the application of GAs to power systems has
become an active research area and many papers have
been published. GA is a powerful tool for solving very
difficult optimisation problems with multiple, discon-
tinuous and convex objective functions. This paper
shows that GA is also suitable for solving bicriterion
railway optimisation problems.

2 Bicriterion optimisation problem

As stated in Section 1 the two objectives of high power
recovery and even load sharing are important issues of
railway operation. When aspects of both objectives are
considered, the railway optimisation problem becomes
bicriterion. The two objectives and feasibility and qual-
ity considerations are as follows:

(a) Total power objective Obj1(B) is to minimise the
total power for running a given set of train schedules.
Obj1(f8) measures how much the objective is achieved

Nrss

Obj1(8) = Y Prss,(B)
k=1

62(61’627“'a/8NTss) (1>
where Nrgg is the number of TSSs. B is the firing angle
of the kth TSS.

(b) Power sharing objective Obj2(f) measures the load
sharing among TSSs, by minimising the difference
between each TSS load and the average load for all the
TSS

Nrss

Nrss > Prss;(B)

- =1
PTSSk (6) -
k=1

Obj2(B) = (2)

Nrss

(c) Feasibility and quality considerations are taken to
maximise the feasibility and quality of train service so
as to best meet passenger satisfaction. These may be
expressed in terms of fuzzy performance indices [6] in
terms of

» quality of passenger service

» traffic and signalling requirements
* regularity

+ electrical loading

The last consideration is reflected by the voltage profile
and the degree of overloading in the railway network.

(d) Basis for solving the problem: From the objectives
the problem of railway optimisation is to find the load-
ings of each TSS and the corresponding firing angles
subject to the feasibility and quality constraints as in
(c). However, objectives (@) and (b) are conflicting in
that the minimum overall railway load does not always
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result in the most even load sharing or vice versa. To
account for considerations (¢) in the optimisation, the
types of constraints, which are sensitive to each TSS
firing angle, are incorporated directly into the optimi-
sation. Other considerations, such as passenger comfort
level, are considered after the railway optimisation to
ensure overall computational efficiency. Instead of
including these considerations at the outset, a compro-
mise between objectives (a) and (b) is first formed on a
tradeoff curve with all railway network constraints
included. All other considerations are then investigated
for an overall compromise at each point of the tradeoff
curve, and from which the most appropriate railway
operational strategy can be determined.

2.1 Bicriterion global optimisation approach
The overall power recovery and load sharing are each
expressed in the same unit in MW. They are then com-
bined linearly to form a single objective for the purpose
of optimisation. By a suitable optimisation process the
relationship or compromise between the two objectives
is first established in the form of a tradeoff function.
The combined single objective function [10] has the
form

Obj(B) = p- Obj1(B) + (1 — p) - Obj2(8)  (3)
which is minimised subject to

V;};ijn <V, VAR j=1,2,...,Np,  (4)
Viss < Vrss, < VPSS k=1,2,...,Nrss (5)
fmin < g, < pgmex (6)

where p is the objective weight. ¥ and P denote the
voltage and active power, respectively. Eqns. 4-6 are
railway network constraints to be directly included in
the optimisation. N, is the number of trains.

Nonelectrical feasibility and quality considerations
are not included in the optimisation for reasons given
in subsections (c) and (d). Obj1(B) and Obj2(B) have
been defined in eqns. 1 and 2, respectively. Values of p
ranging between 0 and 1 indicate the relative signifi-
cance between the two objectives. When p = 0, only the
power sharing objective is considered and when p = 1,
only the total power objective is accounted for.

% AC substrate

£

h down

Fig.1 Typical electrified railway network

3 Simulation of electrified railway operation

A typical MRT system consists of AC substations,
TSSs (with or without inverter) and other components
such as trains, tracks, passenger stations, and control
and signalling systems (Fig. 1). Object-oriented
technology [11] is applied to electrified railway
simulation. The three modules (Fig. 2) in the
simulation algorithm are: (@) railway operation module
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that simulates effects and events occurring during
railway control involving eclements such as trains,
tracks, and passenger stations; (b) power supply
module that simulates operation of AC substations and
TSSs; and (¢) AC/DC loadflow module that gives the
current electrical status of railway operation.

power supply electrified railway

model model
simulation AC/DC
of railway load flow
operation status analysis

L——p

control
strategies

Fig.2 Modules of railway control/sinulation

3.1 Characteristics of MRT network
configurations

MRT systems have the following electrical characteris-
tics:

— Continuous variations of train movement and
power. Train movement and power required vary with
time. Trains consume or regenerate power, while they
are motoring or under regenerative braking.

— Large voltage variations. In typical electrified rail-
way networks, voltages can vary by +20 to —30% from
nominal. In other power supply networks, permitted
variations are generally within the +10% range.

— Nonlinear mathematical models. Railway compo-
nents such as rectifiers and inverters are nonlinear ele-
ments. Mathematical models, which describe train
operation are also nonlinear.

— Many railway network constraints. These include
upper and lower voltage limits on each TSS and on
each train, constraints on ¢ach TSS capacity, con-
straints on harmonic contents produced by each
inverter, and constraints on power factors.

These features must be handled by a flexible and
robust optimisation procedure, which has capabilities
beyond those of conventional methods. GAs are suita-
ble for solving this problem.

3.2 Train movement simulation

The simulation makes the following assumptions [6,
12]:

— The power consumption of each train is assumed to
be dependent solely on its position.

— Likewise, the speed of each train is a sole function of
its position.

— The relationship between train power consumption
and its position is obtained from prior simulations of
train dynamics [12].

— Fig. 3 describes regions of train operation as mod-
clled in this paper. At low velocities, motoring torque is
restricted by the armature current, since excessive cur-
rent causes overheating and reduces the motor lifetime.
At high velocities, motoring torque is limited by the
motor power rating. Operating the motor beyond its
speed limit may result in excessive stress to mechanical
parts.

The traction motor model is broadly described by four
regions of operation: during motoring, constant-current
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characteristic at low velocities and constant-power
characteristic at high velocities; and during braking,
regenerative braking under normal system voltages and
regenerative/rheostatic braking under excessive system
voltages. Mechanical braking is applied only when elec-
trical braking does not meet the braking requirements
during emergency or when the train is approaching a
stopover position. Mechanical braking is discouraged
since it causes frequent maintenance and wastage of
energy. Traction motor characteristics, as modelled in
this paper, are thus highly nonlinear and system

dependent. Modelling of these characteristics is
explained in Section 3.3.
force F.B
A current limits
Frax
F>0 o
B=0 power rating limits
motoring
region velocity limits
p  velocity V
electrical Vinax
B>0 braking
region
F=0 mechanical
breaking
region
Brax |~

Fig.3 Regions of train operation

Considering these conditions, the running character-
istics of each train and its consumed/regenerated power
are obtained from an embedded database created from
prior simulations. During optimisation AC/DC load-
flow is run to evaluate the current operating state, such
as the voltage, power flow and line receptivity at any
point of the railway system. Each operating state is
related to TSS firing angles to be controlled.

3.3 Railway network modelling and solution
Mathematical models [2-8], corresponding to the recti-
fying mode and inverting mode, are implemented for
each TSS. For the rectifying mode, the model is

V, = Vygcos 8, — R, I, (M)

where V,, V5, B.. R,, I, are, respectively, the terminal
voltage, no-load voltage, firing angle, equivalent inter-
nal resistance, and current of the rectifier. For the
inverting mode, the model is

Vi = Vigcos B — R, (®)
where V,, Vi, B R, I; are similar to those in the model
except that they refer to the inverter. Power flows in
each TSS and in each train depend on the rectifier and
inverter firing angles, which are obtained from AC/DC
loadflow. The basic loadflow algorithm was developed
by the authors [6], and is summarised in the Appendix
(Section 8.1). Some modifications have been made to
the algorithm to model the four regions of train opera-
tion.

4 Genetic algorithm and its implementation

A GA is a search procedure for modelling the
mechanism of genetic evolution and natural selection
[13, 14], which evolves solutions to a problem through
selection, breeding and genetic variations. This
procedure involves randomly generating a population
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of solutions, measuring their suitability or fitness,
selecting better solutions for breeding which produces a
new population. The procedure is repeated to guide a
highly exploitative search through a coding of
parameter space, and gradually the population evolves
towards the optimal solution. GAs are based on the
heuristic assumptions that the best solutions will be
found in regions of the parameter space containing a
relatively high proportion of good solutions and that
these regions can be explored by genetic operators of
selection, crossover, and mutation. The power of GAs
comes from the fact that they are robust and can deal
flexibly with a wide range of problems. Some general
characteristics of GA are shown in the Appendix
(Section 8.3). The main steps of the developed GA-
based bicriterion optimisation program for electrified
railways are as follows.

4.1 Encoding and decoding
When GAs are used to solve an optimisation problem
it is necessary to represent the solution in a string form.
The process is called encoding. Standard genetic opera-
tors, crossover and mutation, are operated on the
string to search for optimal solutions. The technique
for encoding solutions may vary from problem to prob-
lem. Generally, the binary encoding method is used,
and 18 also adopted 1n this work. In addition, it is nec-
essary to decode each string into the corresponding
decimal value when the solution process terminates.
Each candidate solution (8, j = 1, 2, ..., Nrgg) 18 rep-
resented by a binary string as

String:l XXXKXXXXXXX | XXXXXXX XXX | A | ). 9.90.9.0.9.9.9.9.9.4 |
2 2 2
— ﬁ§ ) — ﬁé ) — — ﬁg\,;ss —

(9)
The superscript 2’ denotes a binary number. This
means that value of jth TSS firing angle is represented
by B? (j = 1, 2, ..., Nygg), which is a 10-bit binary
number. Such a length is chosen to achieve trade-off
between the computing expense and precision require-
ments. Thus two binary strings 0000000000 and
1111111111 are used to represent the corresponding
binary values of /J’j’”i" and B, respectively, and the
binary value corresponding to B; G = 1, 2, ..., Nygg) is
mapped linearly in between. The precision of this map-
ping coding is calculated using

(B = B /(210 - 1) (10)
where j represents a TSS, which can either be in rectify-
ing mode or in inverting mode. Thus the value of jth
firing angle f; can be derived from B{'%, where 819 is
a decimal number converted from %)

By = B+ B0 (B — gmim) /(210 — 1) (11)
This is called the decoding process.

4.2 Principal modules of GA-based
optimisation

The developed program is implemented using object-
oriented techniques on PC-compatible, and contains
five principal modules for initialisation, constraint,
evaluation, selection and recombination.

The initialisation module is used to create initial can-
didate solutions. The constraint module checks if each
candidate solution satisfies the required constraints.
The evaluation module uses a fitness function to assess
the goodness of cach candidate solution to the problem
to be solved. The selection module involves selecting a

52

specified number of solutions for breeding. The recom-
bination module is in charge of manipulating the cur-
rent population and creating new candidate solutions
via reproduction. Implementation details of the devel-
oped GA-based bicriterion optimisation program are as
follows.

4.2.1 Initialisation module: This is to produce the
initial candidate solutions randomly. A candidate solu-
tion is produced using a random number generator.
Afterwards, the candidate is mapped into the allowable
range of each substation k, [/, B, k=1, 2, ...,
Nrgs, where substation k& can either be on rectifying
mode or inverting mode. The process i1s repeated until
the number of the candidate solutions in the popula-
tion equals the specified population size N,.

4.2.2 Constraint module: This checks whether
each candidate solution satisfies all constraints. At
first, AC/DC loadflow is run to check the feasibility of
each candidate solution with respect to the constraints.
If it is feasible it is placed in the current population,
otherwise it is discarded.

4.2.3 Evaluation module: This evaluates the fit-
ness of each candidate solution in the current popula-
tion. Only those candidates satisfying all constraints
are evaluated and are then ranked in order of decreas-
ing fitness. Generally, the problem to be solved is
required to be a maximisation problem. So the objec-
tive function of eqn. 3 which is minimised is trans-
formed into the following fitness function:

- cl
Fit(B) = — -

) = L Ow1E + = o) %20 + 7 2
where cl is a specified fitness scaling constant that is
used to map the fitness value into a preferable domain.
¢2 is a constant which is used to guarantee positive val-
ues of Fit(8) and Obj1(B) + c2. The meaning of other
symbols is the same as that in eqn. 3. Typical values of
cl and ¢2 are 10° and 16 x 10° against the maximum
power recovery of 15.39MW, respectively.

4.2.4 Selection module: This selects a specified
number of candidate solutions of high fitness for breed-
ing. In this work, the commonly used roulette wheel
selection 1s adopted [13, 14]. The probability for each
parent to be selected is directly proportional to its fit-
ness, i.e. the candidate with a higher fitness value has a
higher opportunity to reproduce the next new popula-
tion.

4.2.5 Recombination module: This is a process of
producing new candidate solutions from the old popu-
lation. Two operators are adopted for recombination,
i.e. crossover and mutation. In addition, elitism strat-
egy is implemented as a technique to ensure survival of
the fittest candidate solutions in each population. This
is achieved by copying the best members of each gener-
ation into the succeeding generation. Moreover, if more
than one candidate solution are the same in the current
population, then only one of them is retained so as to
prevent the super candidate solutions from occurring.
At the end a new generation of candidate solutions is
formed whose size remains to be N,. This is an iterative
process, and average fitness of the candidate solution
can be increased from generation to generation.
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5 Test results and analysis

A typical MRT system is used for testing the feasibility
and efficiency of the developed method. The rectifier
configuration is the standard parallel 12-pulse. It pos-
sesses low harmonic distortion of alternating line cur-
rent and direct voltage, together with an acceptable
structure complexity and cost. Rectifiers are normally
equipped with diodes and are incapable of voltage reg-
ulation. Inverters are equipped with thyristor bridges.

The test system is a typical two-track railway line
with an overall length of 19.833km, 14 passenger sta-
tions and seven TSSs (four of them with inverters).
Each TSS is energised from a 66kV distribution line
and supplies power to trains at a nominal DC third-rail
voltage of 750V. Trains are equipped with a continu-
ous blending of regenerative and rheostatic braking.
Each DC line is represented by a resistance value of
0.009Q/km. Resistance of each TSS is 0.006% in invert-
ing mode and 0.01Q in rectifying mode, respectively.
Other data of the study system are attached in the
Appendix (Section 8.2, Tables 1 and 2).

GA parameters are typically specified as N, = 400
and MG = 50. Other parameters are given in the
Appendix (Section 8.3). Optimisations have been con-
ducted for many operating conditions, but only one
test case at a particular time is described here. At such
a simulation time, seven trains are braking and seven
trains are motoring. Since there is power surplus in the
railway system, all four of the TSSs equipped with
inverters are inverting. Positions and consumptions of
the 14 trains are listed in the Appendix (Section 8.2,
Table 2). Figs. 4-9 illustrate the optimisation results,
whose salient points follow.
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(a) Fig. 4 shows the optimal TSS firing angles g, k£ =
1, 2, 3, 4 over a range of p = 0.9~1.

(b) Over this p-range, the total recovered power by all
TSSs (Obj1(B), Fig. 5) and the recovered power by
each TSS (Fig. 7) are approximately proportional to p.
In contrast, load sharing among TSSs (0b2(B),
Fig. 6) is roughly inversely proportional to p. This is
because in this p-range, great emphasis is placed to
increase power returned by all TSSs. When p = 1, only
the first objective is considered and the total recovered
power reaches its maximum value, corresponding to a
power saving of 6.2%.

(¢) Figs. 4-9 have not included results in the range of p
= 0 ~ 0.9. In this range the total recovered power,
recovered power by each TSS, and load sharing are all
quite insensitive to p-values.

(d) Figs. 8 and 9 show the voltage performance for
each train and for each TSS. Without TSS firing-angle
optimisation, train voltages have risen to a maximum
value of 827.41V that is well above the design upper
limit of 810V. Rheostatic braking has been activated to
remove such overvoltages. As a result, regenerated
power has not been fully recovered. With TSS firing-
angle optimisation, all train voltages have been kept
within the permitted limits between 600V and 810V for
all p-values (Figs. 8 and 9). In general, the proposed
method has achieved a better direct voltage profile.
Compared with the first objective the total power
reduction objective achieves a higher power recovery
(Fig. 6, p = 1) as prescribed, a better voltage profile
(Figs. 5, 8 and 9, p = 1), but a much inferior load shar-
ing (Fig. 7, p = 1) among the TSSs.

Test results confirm that both the objectives have sig-
nificantly been improved by optimising TSS firing
angles using the proposed algorithm. Tradeoff curves
as in Figs. 4-9 are obtained with only railway network
constraints included in optimisation. To include other
feasibility and quality considerations, these tradeoff
curves can be used for compromising global optima
with local optima or suboptima. The use of fuzzy per-
formance indices for representing feasibility and quality
considerations was well documented [6]. Application of
the techniques in this area will be reported later.

6 Conclusions

The paper has developed a bicriterion optimisation
model and a GA-based method to optimal co-ordina-
tion control of TSS firing angles. A mechanism is
developed for compromising power recovery with load
sharing. With performance curves plotted with a full
range of p-values, a basis for making tradeoffs is
formed between the two objectives. Simulation results
have shown that the developed mathematical model is
feasible, and the proposed GA-based method is mathe-
matically exact and efficient. Consistent power saving
has been observed from the simulation results, and
load sharing can be greatly improved through co-ordi-
nated optimisation of TSS firing angles. The optimisa-
tion in this paper was carried out at a particular ‘snap
shot’ in time. The proposed approach is being extended
to a period of time for dealing with energy recovery.
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8 Appendix

8.1 AC/DC loadflow algorithm

A method of successive displacements is used. AC
loadflow and DC loadflow are executed separately and
sequentially [6]. Both AC and DC loadflows are itera-
tive, because they are both formulated in nonlinear
equations. For AC loadflow, the fast decoupled
method is used and sparsity techniques are exploited.
The implemented DC loadflow program deals with the
following factors encountered in DC electrified railway
simulation.

8.1.1 DC loadflow: The network equation of the
DC system is

Iy =GV, (13)
where 1; is a vector of busbar injected currents which
can either be a train current, a rectifier output, or an
inverter input (Fig. 10). ¥, is a vector of train terminal
or busbar voltages. G is the nodal conductance matrix
of the DC system. Train injected currents are derived
from typical train consumption — distance plot which
may either be of constant-power characteristic

Ly = PY Vi (14)
or of the constant-current characteristic
L = I} (15)

where I,,, P, and V,, are each train’s injected current,
power consumption and terminal voltage, respectively.
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Superscript ‘sp’ stands for a specified or known
quantity. A powerful method [12] was developed to
refer all train currents to their nearest busbars and/or
traction stations, and thus eliminate all trains from the
network equation. This so-called ‘train load referral’
process maintains the structure of nodal conductance
matrix G which needs to be reconfigured and inverted
once only unless there is a change of railway network
configuration.

—» DC traction network

AC power system «

\'A 1k R, V. orV,
-
Y
B.orp; R
voltage
inverting Vii'gﬂx rectifying adjustable

, slope=R;
: slope=R,

regenerative powering current

Fig.10  Traction station model and characteristics

By inserting high-resistance links, the structure of G
is preserved after each temporary change or switching
operation. Mode changes of rectifier/inverter stations
are modelled by varying shunt branches attached to the
respective busbars (Fig. 10). Such changes are incorpo-
rated into the inverse of matrix G! using a technique
such as the matrix inversion lemma [12].

Since train consumptions are either constant-power
or constant-current (eqns. 14 and 15), the DC network
solution takes the following steps of successive voltage
displacements:

(i) Using all constant-power train consumptions, obtain
the first voltage displacement AV, by iteratively solv-
ing eqn. 14

(i) Using all constant-current train consumptions,
obtain the second voltage displacement AV,/2 by
directly solving eqn. 15

(iii) Update all direct voltages by superimposing AV
and AV,/? onto the initial voltages V9.

Having obtained the network solution one then uses
interpolation [12] to evaluate voltages across each train
using voltages of the nearest fixed buses. Should there
be any overvoltage detected in the loadflow results,
rheostatic braking is progressively blended to remove
these overvoltages. Braking currents are reduced, and
eqns. 13-15 are resolved.

8.1.2 AC Jloadflow: The standard method of fast
decoupled loadflow with sparsity technique [6] has been
used. AC sources are represented by an equivalent cur-
rent source and reactance for the grid’s short-circuit
MVA. Tap-changing transformers and power-factor
compensation devices have also been modelled.
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8.1.3 Combined solution of DC/AC loadflow:
The basic algorithm modifies the AC network status
using results from DC loadflow. For each traction sta-
tion the active and reactive power mismatches are

AR — PiSP _ Piac _ Pidc
AQi= Q" — Qi - Qi (16)

where P and Q represent the bus active and reactive
powers. Superscripts ‘ac’ and ‘dc’ represent the AC and
DC quantities, respectively. Active and reactive power
supplied to the DC side of each traction station are
given by [6]

P,idc = klaViIi COs gb

Q% = kyaVil;sin ¢ (17)
where a, V;, I, ¢ and k; are, respectively, the trans-
former off-nominal turns ratio, rectifier or inverter ter-
minal voltage, station injected current, power factor

angle, and a constant associated with a certain rectifier/
inverter configuration.

8.2 Study network data about TSSs
See Tables 1 and 2.

Table 1: Information about the traction stations

Train  Position

no. (m) Type Vi, (V) R (Q) V;(V) Rj(Q)
0 0 3 750 0.01 750 0.006
1 1021 0 750 0.01 750 0.006
2 2013 1 750 0.01 750 0.006
3 2806 0 750 0.01 750 0.006
4 3842 3 750 0.01 750 0.006
5 5088 0 750 0.01 750 0.006
6 6243 1 750 0.01 750 0.006
7 7704 0 750 0.01 750 0.006
8 8595 3 750 0.01 750 0.006
9 9772 0 750 0.01 750 0.006
10 12126 1 750 0.01 750 0.006
11 13558 0 750 0.01 750 0.006
12 18485 3 750 0.01 750 0.006
13 19833 0 750 0.01 750 0.006

VAYE = 750V, VAR = 801V, k=1, 2, 3, 4; V,p = 750V; Vjp =
750V; Ry = 0.01Q; Ry = 0.006Q; VN, min = 600V, VAPX =
810V, j=1,2,.., 14
Nominal track voltage: 750V
Nominal track resistance: 0.009Q/km
TSS type: 0 — off

1 — TSS with rectifiers only

3 — TSS with rectifiers and inverters

8.3 General characteristics of genetic
algorithm

GAs [13, 14] are search procedures whose mechanics
are based on those of natural genetics. Many different
forms of GA have been proposed. Some points associ-
ated with the GA used in this work are described as
follows:

(a) There are many methods to select two parents from
the old population, and different GA methods can be
obtained by using different selection methods. In the
paper, the roulette wheel selection is employed [13, 14].

(b) Crossover is the most important operator in GA,
and it is applied with the probability P, which is
typically between 0.6 and 0.9. The crossover operator
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Table 2: Train positions and consumptions at time of
optimisation

Train no. Position  Consumption
(m) (kW)
1 1099.5 -2321.6
2 1902.1 -2985.2
3 3146.1 225.0
4 3842.0 450.0
5 5281.6 225.0
6 6165.7 —2297.7
7 7799.3 -2665.9
8 8551.4 -1607.9
9 10621.1 225.0
10 11703.6 225.0
11 13687.4 -3363.5
12 14664.7 225.0
13 17482.2 225.0
14 18407.5 -2301.1

takes two strings from an old population and
exchanges some contiguous segment of their structures
to form two offsprings. FEither the single-point
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crossover, two-point crossover operator or uniform
crossover operator [14] may be used.

(¢) Mutation is also an important operator of GA. In a
binary encoded GA, the mutation operator randomly
switches one or more bits with some small probability
P,, which is typically between 0.001 and 0.01.

(d) Both P, and P,, may be entered at the beginning of
the program, and maintained constant throughout the
entire GA run. Alternatively, P, and P, may be
changed from generation to generation according to
the following equations:

PY) = pi-b _[pO) _0.6)/MG  (18)

PO = pi-Y 401 - POYMG  (19)
where MG is the number of maximum generations
allowed, and ¢ denotes the present generation. P,® and
P,® denote initial values of crossover and mutation
probabilities, respectively. P,¥ and P,,® denote crosso-
ver and mutation probabilities at sth generation,
respectively. Different schemes of crossover and muta-
tion operators have been experimented. In this work
PO and P, in eqns. 18 and 19 are set to be 0.9 and
0.001, respectively.
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