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Abstract

In the last two decades significant progress has been made in the theory and design of
competent genetic algorithms—genetic algorithms (GAs) that solve hard problems quickly,
reliably, and accurately (Goldberg, 2002). In contrast to the first generation GAs which
use fixed recombination operators, competent GAs employ recombination operators that
adapt linkages. Competent GAs have been shown to solve problems of bounded difficulty in
polynomial (usually subquadratic) time.

Parallel to the progress in the theory of competent GAs, there has been a growing interest
in multiobjective optimization in general and multiobjective genetic algorithms (MOGAs)
in particular. However, similar to the first generation GAs, existing MOGAs use fixed
genetic operators and there is a need to develop competent MOGAs—GAs that solve hard
multiobjective problems quickly, reliably, and accurately.

This study combines the selection scheme of NSGA-II (Deb, Agrawal, Pratap, & Me-
yarivan, 2000), a multiobjective GA, with the linkage learning capabilities of two powerful
single objective competent GAs, BOA (Pelikan, Goldberg, & Canti-Paz, 1999) and hBOA
(Pelikan & Goldberg, 2000), to form two competent MOGAs called multiobjective Bayesian
optimization algorithm (mBOA) and multiobjective hierarchical Bayesian optimization al-
gorithm (mhBOA), respectively. A test suite of additively decomposable problems with
controllable difficulty has also been developed in a principled manner to test both mBOA
and mhBOA. Results show that while mBOA is capable of solving boundedly difficult prob-
lems with variable interactions at a single level, mhBOA is also able to solve hierarchically

difficult problems.
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Chapter 1

Introduction

Recently, there has been a significant development in the theory and design of competent
genetic algorithms. A design decomposition methodology has been proposed and several
competent GAs have been developed (Goldberg, 1999; Goldberg, 2002). By competent GAs,
we mean the GAs that can solve hard problems quickly, reliably, and accurately. Competent
GAs solve problems that were intractable by first generation GAs and often times do so in
polynomial (usually subquadratic) number of fitness function evaluations (Pelikan, Goldberg,
& Canti-Paz, 1999; Harik, 1999; Pelikan & Goldberg, 2000). Most existing competent GAs
focus only on single objective optimization, although many real-world problems contain more
than one objective.

Independent to the development of competent GAs, a number of approaches to solve
multiobjective problems have been proposed (Zitzler, Deb, & Thiele, 2000; Deb, 2001; Coello
Coello, Van Veldhuizen, & Lamont, 2002). Goldberg (1989) suggested the use of the selection
based on nondominated sorting to move the population to the Pareto optimal front, and
niching to maintain a good spread of solutions over the front and this led to the development
of various MOGAs (Fonseca & Fleming, 1993; Horn, Nafpliotis, & Goldberg, 1994; Srinivas
& Deb, 1994; Deb, Agrawal, Pratap, & Meyarivan, 2000).

MOGASs have been extensively used in solving multiobjective real-world problems. How-
ever, there has been little or no effort to develop competent multiobjective operators that

will efficiently identify, propagate, and combine important partial solutions of the problem
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at hand. Such competent multiobjective operators should not only render problems that
are intractable by simple MOGAs tractable, but also do so by requiring only a polynomial
(hopefully subquadratic) number of function evaluations. Therefore, this thesis borrows the
best of two worlds, namely, MOGAs and competent GAs, to develop competent MOGAs—
GAs that solve hard multiobjective problems quickly, reliably, and accurately. Specifically,
the selection scheme of a MOGA is combined with the linkage identification, exchange, and
propagation capabilities of a competent GA.

The three objectives of the thesis are as follows:

1. Design and Implement Competent MOGAs: The thesis designs, implements,
and tests two multiobjective competent GAs formed by incorporating the multiobjec-
tive selection scheme of NSGA-IT (Deb, Agrawal, Pratap, & Meyarivan, 2000) into
BOA (Pelikan, Goldberg, & Canti-Paz, 1999) and hBOA (Pelikan & Goldberg, 2000).
The developed algorithms are called multiobjective Bayesian optimization algorithm
(mBOA) and multiobjective hierarchical Bayesian optimization algorithm (mhBOA),

respectively.

2. Testing: In order to test the algorithms developed in this study, we need to de-
velop multiobjective problems whose properties such as problem difficulty are tunable.
Therefore, this thesis develops a test suite consisting of additively decomposable prob-
lems with tunable problem difficulty. Linkage identification, propagation, and exchange
of important partial solutions are essential to obtain global solutions to these problems.
Furthermore, the test suite also contains hierarchical problems that are not decompos-
able into subproblems of bounded order and involve variable interactions over multiple
levels. Linkage learning, niching, and chunking capabilities are essential to solve these

hierarchical problems.

3. Population Sizing of NSGA-II: There is very little or no guidance available to

set the population size for a MOGA. This thesis attempts to explore the population
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size requirement of NSGA-II by using the population-sizing model for fitness sharing

(Mahfoud, 1995).

Having discussed the thesis objectives, the following is a description of the organization

of the report.

1.1 Road Map

The next chapter briefly describes the mechanics and design of GAs with an explanation of
the workings of NSGA-II, a multiobjective GA.

Chapter 3 provides a brief introduction to the probabilistic model-building genetic algo-
rithms (PMBGAS) and describes two powerful PMBGAs, BOA and hBOA.

Chapter 4 describes the multiobjective test functions that are designed to test mBOA
and mhBOA. Some of the test functions are deceptive with loose linkage, whereas others are
hierarchical in nature.

Chapter 5 describes the workings of mBOA and shows its performance on the test func-
tions. The performance of mBOA is compared with that of a simple MOGA. The results
indicate that mBOA succeeds in solving boundedly difficult problems with variable interac-
tion at a single level but fails on problems with variable interaction at multiple levels. A
simple multiobjective GA performs worse than mBOA on the multiobjective deceptive test
functions with loose linkage and it also fails on multiobjective hierarchical problems.

Chapter 6 discusses the reasons behind the failure of mBOA on hierarchical functions
and designs, implements, and tests mhBOA. The performance of mhBOA is compared with
that of mBOA. For the functions that are deceptive with loose linkage, but do not involve
variable interaction over multiple levels, mBOA proved to be better than mhBOA. However,
mhBOA was able to solve multiobjective hierarchical functions, whereas mBOA was unable

to do so.



Chapter 7 gives suggestions for the future work in the field of hierarchical and multiob-
jective problem solving using Bayesian optimization algorithms.

Chapter 8 summarizes the thesis and presents the conclusions.



Chapter 2

Genetic Algorithms (GAs) and
Multiobjective Genetic Algorithms
(MOGAS)

This chapter gives a brief introduction to simple and competent genetic algorithms, and
describes GA design decomposition theory. It also includes the key multiobjective optimiza-
tion concepts and a concise background on MOGAs, in addition to the discussion on the

workings of NSGA-II.

2.1 Genetic Algorithms

Genetic algorithms (GAs) are search procedures motivated by the principles of genetics and
natural selection (Holland, 1973; Goldberg, 1989; Goldberg, 2002). GAs are increasingly
being used in a variety of industrial optimization problems. They have also shown promising
results in classification and machine learning systems. The steps involved in a simple GA
are explained below.

First, we need to decide a method to encode the problem as artificial chromosomes.
Various representations such as binary codes, gray codes, permutations, floating-point codes,
and program codes have been used in GA literature and they affect the GA performance in

different ways. A detailed discussion on representation and its effect on GA performance is
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given elsewhere (Rothlauf, 2002).

After encoding a problem, we need a fitness function to measure the quality of a candidate
solution to differentiate between good and bad solutions. Unlike traditional optimization
techniques which require the fitness function to possess certain mathematical properties, the
fitness function for a GA can either be a mathematical equation, model, simulation or be
assigned interactively by the user. It can also come out through other individuals existing
in a co-evolutionary environment.

Once, we decide on representation and fitness function, we are ready to perform the

following key steps of a simple GA:

1. Unlike traditional optimization methods that operate on a single solution at a time, a
GA operates on a population of chromosomes (or individuals). Each chromosome (or
individual) in the population represents a candidate solution of the search problem.
The initial population usually consists of individuals generated randomly. However,
prior knowledge and other problem specific information can easily be incorporated

while generating the initial population.

2. After the initial population is generated, we have to evaluate the fitness of each indi-

vidual in the population.
3. Then, the following genetic operators are typically applied to the population:

(a) Selection: Selection enforces the survival of the fittest concept in GAs. Specif-
ically, selection procedures allocate more copies to the better individuals. Many
selection procedures exist in GA literature and they can be broadly classified
into two types: proportionate and ordinal selection schemes. In proportionate
selection, the selection is performed on the basis of the fitness values (Holland,
1975; Baker, 1989). In ordinal selection, the selection is based on fitness rank

rather than the fitness value itself (Goldberg, Korb, & Deb, 1989; Bick, Fogel,
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Figure 2.1: Figure showing single point crossover operator in which a random crossover point
is selected and alleles on the right side of the crossover point are swapped in the parent strings
to create offsprings.

& Michalewicz, 1997). Unlike proportionate selection schemes, which are prone
to scaling and stalling problems, ordinal selection schemes do not depend on the

scaling of the fitness function (Goldberg & Deb, 1991; Goldberg & Sastry, 2001).

This thesis uses a binary tournament selection which is an ordinal selection
scheme. In binary tournament selection, two individuals are randomly chosen
from the population and compete against each other. The individual with better
fitness wins the tournament and is copied to a mating pool. This procedure is
repeated until the mating pool has desired number of individuals. Such a mating
pool consists on an average of two copies of the best individual and no copy of

the worst individual.

Recombination: There are various methods to perform recombination and the
type of recombination used significantly affect the performance of a GA (Béck,
Fogel, & Michalewicz, 1997; Thierens & Goldberg, 1993; Sastry & Goldberg,
2002). Recombination is usually performed by pairing parental solutions into

groups of two and combining subparts of parents to form new solutions.

This thesis uses single-point crossover operator with simple MOGA. In single-
point crossover, the mating pool is partitioned into random pairs of individuals
and each pair of parental solutions are recombined with a probability p. called the
crossover probability. A random crossover point is selected and alleles on the right
side of the crossover point are swapped in the parent strings to create offsprings.

This procedure is shown diagrammatically in figure 2.1.
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Initial String Mutated String
[1]1]of1]o]1] [1]a]ofaf1]1]

BilflippedT

Figure 2.2: Figure showing bit-wise mutation in which every bit of the individual is flipped
with a probability p,, called mutation probability.

(c) Mutation: While recombination is performed on a pair of individuals, mutation
is performed on a single individual by modifying it slightly. There are many ways
of performing mutation; however, the key idea is to modify a few (one or two)

traits of the individual.

One popular mutation technique is bit-wise mutation in which every bit of the
individual is flipped probabilistically with a probability p,, called mutation prob-
ability. Usually, the mutation probability is taken to be low. The procedure is

shown diagrammatically in figure 2.2.

4. Repeat steps (2) and (3) until one or more termination or convergence criteria are

satisfied.

An intuition into the mechanics of GAs has been developed and GAs have been likened to
different facets of human innovation (Goldberg, 1999; Goldberg, 2002), namely, continual
improvement and cross fertilization. According to this account, selection and mutation, when
taken together, are a form of stochastic hill climbing similar to the continual improvement
of quality. On the other hand, the combined effect of selection and recombination is more
global in nature and has been likened to the process of cross fertilizing or discontinuous
innovation.

With a brief understanding of GA mechanics and GA intuition, we now review a GA
design theory based on decomposition principle (Goldberg, 1991; Goldberg, Deb, & Clark,
1992; Goldberg, 1993). Using Holland’s notion of building blocks (BBs), steps of designing

a successful GA were proposed as follows (Goldberg, 2002):
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1. Know what GAs process—building blocks (BBs)

2. Know thy BB challengers—BB-wise difficult problems.
3. Ensure an adequate supply of raw BBs.

4. Ensure increased market share for superior BBs.

5. Know BB takeover and convergence times.

6. Make decisions well among competing BBs.

7. Mix BBs well.

Instead of processing the whole solution, a GA decomposes problems into subproblems
and processes them independently, either in a serial or parallel manner, and combines sub-
solutions to form the global optima. Holland (1975) called good subsolutions building blocks
(BBs).

Having understood the concept of BBs, the next point stresses the problem difficulty
that can be tackled by GAs. We acknowledge that there are impossibly difficult problems,
but we are mainly interested in solving problems that are limited in their level of difficulty.
If the order of BB is low, a good GA should be able to solve it efficiently. Hence, we aim to
design a GA that will solve problems of bounded difficulty (Goldberg, 2002).

One role of the population is to ensure that there is a sufficient supply of raw BBs. If
a raw BB is not present in the initial population, it may be unlikely that it will be created
during a GA run and GA may converge to a local optima. Facetwise models for predicting
population size to ensure an adequate supply of BB have been developed (Holland, 1975;
Goldberg, 1989; Goldberg, Sastry, & Latoza, 2001).

It is not enough only to ensure an adequate supply of raw BBs, we must also ensure
growth in the market share of the superior BBs. BB growth has been modeled through the

schema theorem (Holland, 1975; Goldberg, 1989) and it has been shown that the schema
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theorem can be easily satisfied, thereby ensuring the growth of BB market share (Goldberg
& Sastry, 2001).

While guaranteeing the growth of superior BBs, we should also ensure that their growth
rate is neither too fast nor too slow. In case of too fast growth rate, the raw BBs may not get
enough chance to combine to form the global optimum and this may result in premature con-
vergence. Also, in the case of deceptive problems, high growth rate may lead to convergence
to the local optima. In case of too slow growth rate, the convergence will be delayed and
this may result in a high computational cost. Takeover time and convergence time models
for various selection schemes with and without noise have been developed (Goldberg & Deb,
1991; Miihlenbein & Schlierkamp-Voosen, 1993; Thierens & Goldberg, 1993; Back, 1994;
Miller & Goldberg, 1995).

One of the key points behind the successful design of a GA is that the decision making
between competing BBs is stochastic in nature. Decisions are made between individuals
and not between competing BBs. Another role of the population is to ensure that decision
between competing BBs is made in a statistically correct manner. Increasing the population
size reduces the noise in decision making, and population size estimates for ensuring correct
decision making have been developed (Holland, 1973; Goldberg, Deb, & Clark, 1992; Harik,
Canti-Paz, Goldberg, & Miller, 1997).

Above steps ensure sustained growth of individual BBs and for a GA success we need to
combine subsolutions to form the global solution. Hence, we need to ensure a good mixing
of BBs from different partitions to create superior solutions. Facetwise models of BB mixing
have shown that fixed recombination operators are exponentially inefficient in mixing BBs
and are the primary cause for GA failure (Goldberg, Deb, & Thierens, 1993; Thierens &
Goldberg, 1993).

Though most of the above conditions are easy to satisfy and they have been success-
fully modeled through facetwise models; BB identification and mixing are hard to satisfy.

However, after the advent of the fast messy GA (Goldberg, Deb, Kargupta, & Harik, 1993;
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Kargupta, 1995), several other GAs have been proposed that can identify and exchange BBs.
These advanced GAs that adapt linkage are called competent GAs. Based on the method-
ology used by these competent GAs to identify BB, they can be broadly classified into 3
categories (Goldberg, 2002):

1. Perturbation Techniques: Fast messy GA (fmGA) (Goldberg, Deb, Kargupta,
& Harik, 1993), gene expression messy GA (gemGA) (Kargupta, 1996), and linkage
identification by non-linearity check/linkage identification by non-monotonicity detec-
tion GA (LINC/LIMD GA) (Munetomo & Goldberg, 1999) belong to this class of

algorithms.

2. Linkage Adaptation Techniques: Linkage learning GA (LLGA) (Harik & Gold-

berg, 1996) belongs to this class.

3. Probabilistic Model-Based Techniques: Population based incremental learning
(PBIL) (Baluja, 1994), compact GA (cGA) (Harik, Lobo, & Goldberg, 1998), Bayesian
optimization algorithm (BOA) (Pelikan, Goldberg, & Canti-Paz, 1999), and hierar-
chical Bayesian optimization algorithm (hBOA) (Pelikan & Goldberg, 2000) belong to

this class of algorithms.

For a more complete discussion of competent GAs and their design, the reader is referred

elsewhere (Goldberg, 2002).

2.2 Multiobjective Optimization and Multiobjective

Genetic Algorithms (MOGAs)

The previous section briefly reviewed the mechanics, intuition, and design methodology
of GAs, and those interested in more background on design and implementation should

consult standard references (Goldberg, 1989; Goldberg, 2002). This section briefly introduces
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Figure 2.3: Figure showing various levels of quality and cost of the product of a manufactur-
ing company. The dark dots show the points forming the Pareto optimal front. The solution
A, B, C, D, and E form a nondominated set of the solution space.

the concepts of multiobjective optimization and GAs used for optimizing multiobjective

problems. An algorithmic description of NSGA-II is also presented.

2.2.1 Multiobjective Optimization

Many real-world problems are multiobjective in nature, that is, they have two or more
conflicting objectives that have to be optimized. Consider an example of a manufacturing
company that wants to produce high quality goods at a low cost. Here, the company has two
objectives. The first objective is to produce goods of better quality and the second objective
is to produce goods at lower cost. Figure 2.3 shows all possible levels of the cost and the
quality that can be achieved by the manufacturing company. Circles from A-L correspond
to each level. In figure 2.3, solution D is clearly better than the solution H because it is of
higher quality and lower cost. Hence, solution D dominates solution H. Whereas solutions A
and D are noninferior with respect to each other. Solution A is of lower cost but the quality
of solution D is better than the quality of A. Hence, we cannot say which of the solutions,
A and D, is better. The solution to a multiobjective problem consists of a set of individuals
that are noninferior among themselves.

A nondominated set is defined as the set of solutions which are nondominated among
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themselves and any solution outside this set is dominated by at least one solution belonging
to this set; and the globally Pareto optimal set is defined as the nondominated set of the
entire feasible search space (Deb, 2001). The goal of multiobjective optimization is to find
the true Pareto optimal set of the solution space. In figure 2.3 the solutions A, B, C, D, and
E form a Pareto optimal set over the whole solution space.

The above concepts can be easily generalized to higher number of objective functions.
The solution space shown in the previous example (see figure 2.3) is very sparse; however,
there can be infinite number of points in the Pareto optimal set. The main challenge there
is to find representative solutions of the true Pareto optimal front and to maintain a good
spread of solutions over the Pareto optimal front (Goldberg, 1989).

Different approaches commonly employed to tackle multiobjective problems can be broadly

classified into two groups (Deb, 2001):

1. Preference-based Multiobjective Optimization Procedure: The algorithms
belonging to this class employ user’s preferences to combine all the objective functions
into one single objective function. The combined single objective function is optimized
using a single objective optimization technique. However, it is usually difficult to
quantify user’s preferences; hence, algorithms belonging to this class cannot be easily

applied to all problems.

2. Ideal Multiobjective Optimization Procedure: Unlike preference-based algo-
rithms, this class of algorithms tries to find all the solutions belonging to the Pareto
optimal set. Hence, a user does not need to quantify his or her preferences among
the different objective functions. After the representative solutions belonging to the
Pareto optimal set are found, user can pick one of those solutions that best suits his

or her requirements.

With this basic understanding of multiobjective optimization, we will now briefly discuss

multiobjective genetic and evolutionary algorithms that are used as multiobjective solvers.
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2.2.2 Multiobjective Genetic Algorithms (MOGAs)

GAs operate on a population of solutions and can process a number of solutions in parallel;
therefore, they are particularly suited for multiobjective problems. This is unlike classical
approaches that utilize sequential processing and generally need to be applied many times
with different weights to discover all the solutions belonging to the Pareto optimal front (Deb,
2001; Coello Coello, Van Veldhuizen, & Lamont, 2002). Similar to their single objective
counterparts, MOGAs are robust solvers and are relatively unaffected by the nature, such

as shape and continuity, of the Pareto optimal front.

Over the last two decades there has been a growing interest in using GAs to solve mul-
tiobjective optimization problems and many algorithms have been proposed. The vector
evaluated GA (VEGA) was one of the early implementations of a MOGA (Schaffer, 1985).
VEGA was simple and easy to implement, but it was not able to generate concave portions of
the Pareto optimal front. Goldberg (1989) suggested the use of selection based on nondom-
inated sorting to move the population towards the Pareto optimal front. He also suggested
the use of a niching operator to maintain a good spread of solutions on the front. Many
researchers implemented Goldberg’s idea to form MOGAs. Here, we briefly describe some of
these algorithms and details are given elsewhere (Deb, 2001; Coello Coello, Van Veldhuizen,
& Lamont, 2002).

Fonseca and Fleming (1993) proposed a multiobjective genetic algorithm in which the
rank of an individual is governed by the number of solutions in the current population by
which it is dominated. Their algorithm was efficient and easy to implement. It uses sharing
in the fitness function space and its performance is highly dependent on the value of sharing
parameter. However, Fonseca and Fleming (1993) suggested a good method for computing
it.

Srinivas and Deb (1994) proposed the nondominated sorting genetic algorithm (NSGA).

In NSGA, all nondominated individuals are assigned a dummy fitness value and sharing
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is performed in the variable space. It was also sensitive to the sharing parameter value.
Deb, Agrawal, Pratap, and Meyarivan (2000) proposed the nondominated sorting genetic
algorithm-II (NSGA-II) that is computationally more efficient than its predecessor. NSGA-
IT uses the crowding distance comparison as the niching operator; hence, does not require
specification of any sharing parameter. NSGA-II uses elitism, whereas NSGA is a non-elitist
scheme.

Horn, Nafpliotis, and Goldberg (1994) proposed the niched Pareto genetic algorithm
(NPGA) which used tournament selection based on Pareto dominance. Besides sharing
factor, NPGA requires specification of an additional parameter t4,,,, size of the comparison
set, for its good performance. Erickson, Mayer, and Horn (2001) proposed the niched Pareto
genetic algorithm 2 (NPGA 2) that uses Pareto ranking along with tournament selection.

Knowles and Corne (2000a) proposed the Pareto archived evolutionary strategy (PAES),
in which a solution is mutated to produce a child and a comparison is made between the par-
ent and the child and the better of the two is kept in the population. In PAES, elitism some-
times creates large selection pressure; hence, care needs to be taken while using it. Corne,
Knowles, and Oates (2000) proposed the Pareto envelope-based selection algorithm (PESA)
which tries to maintain diversity in the fitness function space. A variant of PESA, called
the Pareto enveloped-based selection algorithm-IT (PESA-II) was also introduced (Corne,
Jerram, Knowles, & Oates, 2001).

Zitzler and Thiele (1999) proposed the strength Pareto evolutionary algorithm (SPEA)
in which an external nondominated set is maintained and nondominated individuals from
each generation are copied to it. Zitzler, Laumanns, and Thiele (2001) introduced a variant
of the above scheme called the strength Pareto evolutionary algorithm 2 (SPEA 2).

Van Veldhuizen and Lamont (2000a) proposed a multiobjective messy genetic algorithm
(MOMGA) which is based on the messy genetic algorithm of Goldberg, Korb, and Deb
(1989). Zydallis, Van Veldhuizen, and Lamont (2001) proposed a multiobjective fast messy
genetic algorithm (MOMGA-IT) which is based on the fast messy GA of Goldberg, Deb, Kar-
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Figure 2.4: Figure showing ranks of different solutions in a population of solutions for a 2-
dimensional multiobjective optimization problem. Both the functions are to be minimized.
The circles filled with the same pattern represent solutions having the same rank.
gupta, and Harik (1993). Rowe, Vinsen, and Marvin (1996) proposed a Pareto deme-based
selection scheme in which Pareto ranking is applied over subparts of the whole population.
This approach proved to be more efficient than the other sequential approaches. Coello
and Pulido proposed a micro-GA (Coello Coello & Toscano Pulido, 2001a; Coello Coello &
Toscano Pulido, 2001b) which uses the Pareto elitist-based selection.

This thesis uses the selection procedure of NSGA-II to develop competent MOGAsS.

Therefore, a brief outline of NSGA-II is presented next.

2.2.3 Nondominated Sorting Genetic Algorithm-IT (NSGA-II)

NSGA-II proposed by Deb, Agrawal, Pratap, and Meyarivan (2000) can be algorithmically

explained as follows:
1. Generate an initial random population of size n.

2. Perform nondominated sorting on the population. Ranks are assigned to each member
of the population. All the members belonging to the best nondominated set of the
members of the population are assigned a rank equal to 1. Every individual of the

population, not having rank 1, will be dominated by at least one individual with rank
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for r =1 to R do the following

I is the set of solutions with rank = r
c= |1
Initialize the crowding distance of points in I to 0.
for each objective b

I = sort(L,b)

I[l]distance = I[C]distance =0

fori=2to (c—1)

I[i]distance = I[i]distance + (I[Z + 1]b - I[Z - 1]b)

Figure 2.5: Pseudocode for calculating crowding distance of each member of the population.
This is reproduced from Deb, Agrawal, Pratap, and Meyarivan (2000). For calculating
crowding distance of solutions having rank equal to r, a set, I containing all the solutions
having rank r is formed. c is the cardinality of set 1. All the solutions are initially assigned
a crowding distance value of 0. sort([,b) is a function that sorts all the solutions in set [
with their ™ objective function value. I[i].b refers to the ™ objective function value of the
i individual. I[i]gstance is the crowding distance of the it solution.

01
02
03
04
05
06
07

as the winner.

if R1 < R2 then Solutionl is the winner.
if R1 > R2 then Solution2 is the winner.
if R1 = R2 then
if CR1 > CR2 then Solutionl is the winner.
if CR1 < CR2 then Solution2 is the winner.
if CR1 = CR2
then randomly choose one of the solutions

Figure 2.6: Pseudocode for the multiobjective selection scheme of NSGA-II. The task is to
select one of the two solutions, Solutionl and Solution2. Solutionl has a rank RI and a
crowding distance CR1. Solution2 has a rank R2 and crowding distance CR2.
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1. Next, all the members having rank 1 are temporarily ignored and the members
belonging to the next best nondominated set of members are assigned rank equal to
2. This process is continued until all the members in the population are assigned
some rank. Any solution other than those with rank 1 will be dominated by at least
one solution with a better (lower) rank. Figure 2.4 shows rank assignment of various

members of the population.

. Calculate the crowding distance of each member of the population. The crowding
distance of a member is only influenced by the members belonging to the same rank as
that of the member. It is a measure of how crowded the neighborhood of the member
is. Let us assume that the highest rank assigned in the current population is R then
the crowding distance is calculated using the algorithm shown in figure 2.5. The end
points of the Pareto optimal front are assigned a very high crowding distance value to

ensure that the end points are not lost during the run.

. Use selection operator to choose promising solutions from the population. Since a
multiobjective optimization problem has more than one objective function, NSGA-II
uses its special selection operator to compare two solutions and decide which one is

better, and this selection operator is algorithmically described in figure 2.6.

. Perform crossover and mutation operator on the population to generate offspring pop-

ulation.

. Combine the parent and child populations. Elitism proved to be very useful in the case

of multiobjective optimization problems and this step incorporates elitism in NSGA-II.
. Perform nondominated sorting on the combined population of size 2n.
. Calculate crowding distance for each member of the combined population.

. Keep adding best fronts of the combined population to the the new population until

18



new population is of size n. In case it is not possible to add the whole front to the new
population (as population size should not exceed n), then the members of the front
are added based on the crowding distance value (members having higher crowding

distances are preferred over the members having smaller crowding distance value).
10. Repeat steps (5) to (9) until some convergence criterion are satisfied.

NSGA-II has been tried on various multiobjective problems and it has been successful in

consistently maintaining a good spread of solutions on the Pareto optimal front.

2.3 Summary

In this chapter, the mechanics, intuition, and design theory of GAs were explained. Brief
introduction to multiobjective optimization in general and multiobjective genetic algorithms
in particular was given. Also, the workings of NSGA-II were described in the later part of

the chapter.
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Chapter 3

Probabilistic Model-building Genetic
Algorithms

Recent studies on simple and competent GAs have demonstrated that BB identification and
BB exchange are critical for solution success (Goldberg, Deb, & Thierens, 1993; Goldberg,
2002). Recently, probabilistic model building GAs (PMBGAs) have emerged as a leading
class of competent GAs, which not only handle problems of bounded difficulty with single
level variable interactions, but also solve boundedly difficult problems with hierarchical vari-
able interactions. Next, a brief introduction to PMBGAs is given, followed by a description
of BOA and hBOA. In short, PMBGASs built probabilistic model of promising solutions and

create new offsprings based on the model. A typical PMBGA consists of the following steps:

1. Randomly generate an initial population.

2. Select good solutions out of the current population. Any selection procedure that can

be used in a simple GA can also be used here.
3. Build a probabilistic model of the selected individuals.
4. Create offsprings using the model built in the previous step.

5. Repeat steps (2) to (4) until some termination criterion has been met.

Two of the above steps need further explanation. One is model building (step 3) and the

other is creation of new solutions (step 4) from the model.
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Building a model involves 3 key issues:

1. Representation: The first thing we need before building a model is a way to rep-
resent it. Various representation such as marginal product model, Bayesian networks,

and decision graphs can be used.

2. Metric: Once we decide on a representation of the model, we need a measure to
distinguish between good and bad models. Different metrics such as Bayesian metrics
(Cooper & Herskovits, 1992; Heckerman, Geiger, & Chickering, 1994) and minimum
description length (MDL) metrics (Rissanen, 1978; Rissanen, 1989; Rissanen, 1996)

have been used in literature.

3. Search: With representation and a metric in hand, we have to finally decide on
a search method to obtain the best among different possible models of the selected
population. Usually, local search methods such as greedy search algorithm have been

used in the previous studies.

After the model is built, we have to estimate the distribution of the selected set of individuals
from the current population. New solutions are sampled using this estimated probability
distribution.

Existing PMBGASs can be broadly classified into two categories, namely, discrete domain
PMBGASs and continuous domain PMBGASs; they can be sub-classified into three classes in
each category based on the types of the model and representation used. The following is a
concise survey of PMBGASs and interested reader should refer elsewhere (Pelikan, Goldberg,

& Lobo, 1999):

1. Univariate: The algorithms belonging to this class assume that there is no interac-
tion between variables. These algorithms are good for solving linear problems but they
fail in case of problems with variable interactions. In this case, there is no search for

good models; therefore, there is no need for any metric. PBIL (Baluja, 1994), UMDA
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(Miihlenbein & Paaf, 1996), and ¢cGA (Harik, Lobo, & Goldberg, 1998) are discrete
domain univariate PMBGAs. PBIL¢c (Sebag & Ducoulombier, 1998) and UM DA

(Larrafiaga, Etxeberria, Lozano, & Pefia, 2000) are continuous domain univariate PM-

BGAs.

2. Bivariate: The algorithms belonging to this class model binary interactions among
variables. In this class of algorithms, there is a structure associated with the model
such as chain or dependency trees. MIMIC (De Bonet, Isbell, & Viola, 1997), COMIT
(Baluja & Davies, 1997), and BMDA (Pelikan & Miihlenbein, 1999) are discrete domain
bivariate PMBGAs. MIMIC¢ (Larranaga, Etxeberria, Lozano, & Pena, 2000) is a

continuous domain bivariate PMBGA.

3. Multivariate: The algorithms belonging to this class model multivariate interactions
among variables. Compared to bivariate PMBGASs, they have more complex structure
associated with them such as clusters, Bayesian networks, or decision graphs. ECGA
(Harik, 1999), FDA (Miihlenbein, Mahnig, & Rodriguez, 1999), PADA (Soto, Ochoa,
Acid, & de Campos, 1999), BOA (Pelikan, Goldberg, & Canti-Paz, 1999), hBOA
(Pelikan & Goldberg, 2000), and EBNA (Etxeberria & Larrafiaga, 1999) are discrete
domain multivariate PMBGAs. IDEA (Bosman & Thierens, 2000) and extension of
BOA to continuous domains by Pelikan, Goldberg, and Tsutsui (2001) are continuous

domain multivariate PMBGAs.

This thesis is based on BOA and hBOA. Hence, BOA and hBOA are described next.

3.1 Bayesian Optimization Algorithm (BOA)

The Bayesian optimization algorithm (BOA) (Pelikan, Goldberg, & Canti-Paz, 1999; Pe-
likan, 2002) is a PMBGA that uses Bayesian networks to build model and sample new solu-

tions from the selected members of the parent population. It is able to encode multivariate
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interactions among variables.

The algorithm can be described by following steps:

1. Generate an initial random population.

2. Select good solutions from the current population.

3. Construct a Bayesian network using the chosen metric.

4. Generate a set of new strings using the constructed Bayesian network.
5. Repeat steps (2) to (4) until some termination criterion is met.

Next, the key issues of a PMBGA, namely, representation, metric, model building and

model sampling are explained specifically for BOA.

3.1.1 Representation

A Bayesian network is a directed acyclic graph with nodes representing variables and edges
representing dependencies between them. The edges are directed and have a numeric val-
ues associated with them that correspond to the conditional probabilities of the variables
corresponding to the edges. The conditional probability of a child node (a variable which
is dependent on other variables) conditioned with the parent node (a variable on which the
child variable depends) is encoded in the Bayesian network. Bayesian networks are com-
posed of two components, namely, structure and parameters (Howard & Matheson, 1981;
Pearl, 1988). Structure corresponds to the nodes and edges present in the network, while

parameters correspond to tables or other data structures containing the probabilities.

3.1.2 Metric

This thesis uses the K2 metric, a special kind of Bayesian Dirichlet metric, to evaluate

the quality of networks. The following description of K2 metric is based on Pelikan (2002).
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Bayesian metric uses Bayes rule and computes the marginal likelihood of a Bayesian network
structure with respect to the given data set. The data set here is the existing population
and fitness values of each member in the population. The quality of a network is given by
its marginal likelihood with respect to the given data set. The Bayes rule for the network
can be written as,

p(B|D) = 575 [, »(6| B)p(D|B, 6)d6

(

here, B is the evaluated Bayesian network structure; D is the data set, and each value of
represents one possible mode of assigning conditional probabilities in the network B, p(B) is
the prior probability of the network structure B, p(#| B) is the prior probability of parameters
6 given B, and p(D|B,#) is the probability of D given B and . If it is assumed that the
conditional probabilities follow Dirichlet distribution, after some approximation it can be

written,

I'(m T'(m/ (z;,m;)+m(z;,m;
BD(B) = p(B) [T, I, rimwiey potry Lo ™ P ™2

here, X = (Xo, X1, ..., Xn—1) is a vector of all variables in the problem, II; is the set of
parents of X; in the network (the set of nodes from which there exists an edge to X;), p(B)
is the prior probability of B; m(m;) is the number of instances with parents II; equal to
7;, the product over z; runs over all instances of X; (in the case of binary representation
these are 0 and 1), the product over m; runs over all instances of parents II; of X; (all
possible combinations of values of I1;), m(z;, m;) is the number of instances with X = z; and
II; = m;. m/(m;) and m/(z;, m;) are prior information about the statistics m(m;) and m/(z;, ),
respectively. In the case of K2 metric, no prior information is used; hence, m'(x;,m;) = 1
and m/(m;) = >, m'(x;,m;). For further details, refer elsewhere (Cooper & Herskovits, 1992;
Heckerman, Geiger, & Chickering, 1994; Pelikan, 2002).
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3.1.3 Model Building

In BOA, a greedy algorithm is used to search for a good network. Learning of the Bayesian

network takes place in two phases:

1. Learning the Structure: Greedy algorithm (Heckerman, Geiger, & Chickering,
1994) starts with an empty network and performs the following graph operations until

it ceases to observe any improvement in the network measured by the chosen metric:

(a) Edge Addition: An edge can be added to the network. The resulting network
will take into account an additional dependency between the variables.

(b) Edge Removal: An edge may be removed from the network. The resulting

network will ignore one of the dependencies between the variables.

(c) Edge Reversal: This is equivalent to removing an edge and then adding an

edge.

2. Learning the Probabilities: The selected pool of good solutions is used as data
set to calculate the conditional probability of the variables conditioned on their parent

variables.

The model is constructed by first learning the structure and then learning the probabilities.

3.1.4 Model Sampling

Once the Bayesian network has been found, it is used to generate offspring population.
It must be ensured that the parent variables on which a child variable depends must be
generated before the child variable. Sampling of new solutions is done in the following two

steps:

1. Creation of Ancestral Ordering of the Variables: A sequence of variables is
found so that parent variables are listed before their children. This can be done by

performing the following steps (Pelikan, 2002):
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Figure 3.1: Figure comparing the performance of BOA and that of simple GA on trap-5
function. The figure is reproduced from Pelikan (2002) and is published here with prior
permission from the author.

(a) Mark all the variables as unprocessed.
(b) Empty the list of ordered variables.

(c) Add any variable with marked parents at the end of the ordering and mark the

variable.

(d) If any unmarked variables remain, go to (c).

2. Generating New Solutions Using the Ancestral Ordering: After determining
the ancestral ordering, new solutions are generated. For each individual, variables are

generated according to the ancestral ordering.

The Bayesian optimization algorithm has been shown to perform well on the deceptive
functions. BOA was compared with a simple GA on a onemax problem and a composed
trap function of order 5 (Pelikan, 2002). The simple GA performed better than BOA on
a onemax problem, but both the algorithms required near-linear number of evaluations.
Figure 3.1 compares the performance of simple GA and that of BOA on trap-5 function. The

simple GA was unable to identify the correct BB linkage; hence, it needed exponentially large
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population size. Whereas, BOA still needed only subquadratic number of fitness function

evaluation.

3.2 Hierarchical Bayesian Optimization Algorithm

(hBOA)

Hierarchical composition is commonly found in numerous complex systems and processes
employed in commerce, science, and technology. A hierarchical system consists of a big sys-
tem composed of many smaller subsystems and each of the subsystems also has a hierarchical
structure (Simon, 1969). They can be modeled as a hierarchical problem that is not decom-
posable into subproblems of bounded order and in which variables interact over multiple
levels. Hierarchical decomposition has been found to be very useful in reducing the com-
plexity of such problems. Pelikan and Goldberg (2000) suggested that to solve a hierarchical
problem, an algorithm must contain linkage learning, niching, and chunking capabilities.
BOA, described in the previous section, does not have these capabilities; hence, cannot solve
hierarchical problems. Pelikan and Goldberg (2000) modified BOA by incorporating the
necessary tools in it for handling hierarchical problems. While search method and linkage

learning procedure are similar to BOA, three issues in hBOA need further explanation:

1. Representation: In case of hierarchical functions, lower level solutions are combined
to form solution at the higher level. Hence, the inherent structure behind the optimizer
should have a hierarchical nature that will allow a group of variables to be treated as
a single variable and care must be taken to do this compactly to make the algorithm
efficient. Decision graphs are used in hBOA to ensure parameter compression, more
complex models, and better learning (Chickering, Heckerman, & Meek, 1997; Friedman
& Goldszmidt, 1999; Pelikan, 2002). The decision graphs can be constructed using the

following two operations:
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(a) Merge: Two leaves can be merged to one.

(b) Split: A leaf can be split into two children.

The Bayesian network with decision graphs can be constructed by the following greedy

algorithm (Pelikan, 2002):

(a) Initialize a decision graph DG for each node X to a graph containing only a single

leaf.
(b) Initialize the network B as an empty network.

(c) Choose the best split or merge. It must be ensured that it does not result in a

cycle in B.
(d) Stop when the score does not improve by the best operator.
(e) Perform the chosen operation.
(f) If the operator was a split, add the corresponding edge into B.

(g) Go to step (c).

2. Metric: Metric used in BOA can also be used in hBOA with some modifications
to ensure that good quality models with less complexity are chosen over the others.
Bayesian metrics are very sensitive to the noise in the data; therefore, many times
lead to overly complex models. Using prior information to bias the metric to favor
simpler models, the above problem can be solved. Simpler networks are preferred over
complex networks by decreasing the prior probability of a network exponentially with
the description length of the set of parameters they require (Friedman & Goldszmidt,

1999). In this thesis, K2 metric with penalty for complex models is used.

3. Niching: Since, it is very difficult to know at the early stage which of the partial
solutions are leading to the correct optima, it is important to maintain diverse partial

solutions in the population. Restricted tournament replacement (RTR) (Harik, 1995)
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is used as a diversity preserving mechanism in hBOA. In RTR, for each individual in
child population window size number of parents are randomly selected. The child is
compared with the closest parent and the winner is put into the new population. It is
empirically found that the window size equal to problem size is best suited (Pelikan &

Goldberg, 2001).

After understanding the key differences in BOA and hBOA, hBOA is algorithmically

explained in the following steps:

1

6.

Generate an initial random population.
Select good solutions from the current population.
Construct a network by constructing decision graphs encoding conditional probabilities.

Generate a set of new strings using the network with decision graphs and call this

population O(t).

Create a new population using RTR to incorporate each member of O(t) into the parent

population.

Repeat steps (2) to (5) until some termination criterion is met.

hBOA is not only able to solve boundedly difficult problems with variable interactions at

a single level, but is also able to solve problems with variable interactions at multiple levels

in subquadratic time.

3.3 Summary

This chapter introduced PMBGAs and discussed two powerful PMBGAs, BOA and hBOA.

BOA is able to solve problems for which BB identification and linkage learning are critical,

while it is not able to solve hierarchically difficult problems. On the other hand, hBOA is

able to solve both classes of problems.
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Chapter 4

Test Functions for Testing mBOA and
mhBOA

This chapter designs multiobjective test functions in a principled manner to test mBOA
and mhBOA. The problem difficulty of these test functions can be easily controlled by the
researchers. For a GA to solve these problems efficiently, it should be able to identify BBs
and mix them well. These functions are boundedly difficult and an algorithm that is able to
solve them without any problem specific information is also expected to be able to solve a
problem of equal or lower level of difficulty.

Before developing the test functions, we present a brief overview of existing multiobjective
test functions. Later, the subfunctions that form the building blocks for the test functions
are described followed by a brief note on the linkage patterns in the test functions. Lastly,

the test functions are described in the increasing order of problem difficulty.

4.1 Survey of Multiobjective Test Functions
Coello Coello, Van Veldhuizen, and Lamont (2002) have classified existing multiobjective
test functions into six categories:

e Extension of Single Objective Functions: Multiobjective test functions belong-
ing to this category are extensions of single objective test functions (Kursawe, 1990;

Quagliarella & Vicini, 1997; Deb, 1999a).
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Unconstrained Multiobjective Functions: Unconstrained multiobjective prob-
lems do not have any constraints imposed on the objective functions (Fonseca & Flem-
ing, 1995; Schaffer, 1984; Van Veldhuizen & Lamont, 2000b; Zitzler, Deb, & Thiele,
2000).

Constrained Multiobjective Functions: Constrained multiobjective optimization
problem have constraints imposed on the objective functions (Binh & Korn, 1997; Deb,

Pratap, & Meyarivan, 2001).

Multiobjective Function Generators: Deb proposed a methodology to construct
multiobjective optimization problems having the desired characteristics (Deb, 1999a;

Deb, 1999b; Deb, 1999c¢).

Combinatorial Multiobjective Test Functions: Combinatorial multiobjective

problems have discrete solution space (Horn & Nafpliotis, 1993; Deb, 1999c¢).

Real World Multiobjective Test Functions: The test functions belonging to this
class are used in solving real-world problems (Obayashi, Nakahashi, Oyama, & Yoshino,

1998; Knowles & Corne, 2000b).

The test functions used in this thesis are unconstrained, combinatorial, and extensions of

single objective test functions. They are adversarially designed and belong to a class of

additively decomposable, boundedly difficult problems.

4.2 Building Blocks for Test Functions

An adversarial approach to test function design is sometimes employed in principled algo-

rithm design practice (Goldberg, 1987; Goldberg, 2002) and three key problem difficulties

have been identified, namely, intra-BB, inter-BB and extra-BB problem difficulties. If an

algorithm is able to solve boundedly difficult problems without any problem specific infor-

mation then it is expected to be able to solve other problems of equal or lower level of
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difficulty. Since, deception is considered to be the hardest of the three problem difficulties,
this thesis designs test function that are boundedly deceptive, and to solve these functions
it is extremely important for a GA to identify and mix BBs well.

This section explains the subfunctions that are used as building blocks to design test
functions. In this thesis, we encode individuals as binary strings. All the subfunctions

described below are functions of unitation of the string, u, that can be calculated as follows,

u(r) = 25y,

where, z is the binary string, z; represents the bit at the i position and / is problem size.

4.2.1 Minimal Deceptive Function

The function is defined for a 2-bit string as follows,

1.0 ifu=2
gupp(x) = 09 ifu=0
0.0 ifu=1.

The function involves bivariate interaction between the variables. The complement of

the above function can be created as follows:

Jupp (@) = guppr(Z),

where, 7 is the complement of the binary string x.

4.2.2 k-Bit Trap Function

The k—bit trap is defined for a k—bit binary string as follows (Deb & Goldberg, 1993; Deb,
Horn, & Goldberg, 1993),
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u = u =

(a) Trap-5 function with (b) Trap-5 function with
global optima at the string global optima at the string
with all bits equal to 0. with all bits equal to 1.

Figure 4.1: Figure describing trap-5 functions for a 5-bit string. The x-axis represents
unitation function of the string, u. The y-axis represents the fitness function value of the
string.

lz—wu) ifu<z

gtrapfk(x) =
7= (u—z) otherwise.

The function is deceptive and involves multivariate interaction and has a global optima
at all 1s (b > a). The bitwise complement of the above function has global maxima at all

0s. 5-bit trap functions are shown in figure 4.1.

4.3 Linkage Patterns

In the functions of the previous section, alleles belonging to a building block can be placed
anywhere in the string. If the alleles, belonging to the same building block, are placed at
the adjacent positions in the string then the function is said to be tightly linked, and in this
case, the probability of a simple crossover operator disrupting a BB is very low. If the alleles
belonging to a building block are placed far away from one another then the linkage pattern is

called loose linkage, and in this case the probability of a simple crossover operator disrupting
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‘xo‘ x1‘ xz‘ xa‘ x4‘

TIGHT LINKAGE

‘xo‘ ‘x1‘ ‘xz‘ ‘xs‘ ‘x4‘

LOOSE LINKAGE

Figure 4.2: Figure illustrating tight and loose linkage. X0, X1, X2, X3, and X4 are alleles
of the same building block. In tight linkage, alleles of the same building blocks are placed
adjacent to each other. In case of loose linkage, alleles of the same building blocks are placed
faraway from each other.

a BB is very high (see figure 4.2). Hence, the problem with tight linkage is relatively easy
for a GA with a simple crossover operator, whereas, the problem with loose linkage is hard

for them.

4.4 Test Functions

Having explained the building blocks for creating test functions and the concept of loose

linkage, we now list the test functions in increasing order of problem difficulty.

4.4.1 Easy Functions

The functions belonging to this category do not have any variable interaction. Hence, they
can be easily solved by a simple GA.

Onemax (T1)

This is the number of bits in the string which are equal to one. It has global optima at the
string with all 1s.
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== pe—=i ne

Building—block length

Figure 4.3: Figure illustrating the linkage in the interleaved MDP (T3 and T4). Rectangular
blocks represent a bit position in the binary string. Bits, represented by rectangular blocks
filled with the same pattern, are linked with each other.

Zeromax (T2)

This is the complement of onemax and has the global optima at the string with all Os.

Fry(z) = 255 (1 — @),

4.4.2 Hard Functions with Loose Linkage

The functions belonging to this class involve variable interaction (bivariate or multivariate)
at a single level. They are loosely linked and parameterized on the number of building
blocks, m. They are difficult in three aspects, namely, deception (Deb & Goldberg, 1993),
loose linkage, and multimodality (Deb, Horn, & Goldberg, 1993; Goldberg, Deb, & Horn,
1992).

Interleaved Minimal Deceptive Function (T3 & T4)

The function can be mathematically formulated as,

Frs = E?;_olgMDP(Ui),
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BUILDING BLOCK LENGTH

Figure 4.4: Figure describing the coupling of the bits in the multiple interleaved trap-5
function (Th and T6). Bits, represented by rectangular blocks filled with the same pattern,
are linked with each other.

where,

U; = T + Ty
The loose linkage is incorporated by dividing the string into two halves and one bit from each
half is coupled with one corresponding bit from the other half. The zeroth bit is coupled

with (£)* bit. The first bit is coupled with (£ 4+ 1)* bit, and so on (see figure 4.3). T4 is
2 2

the complement of T3.

Multiple Interleaved 5-bit Trap Function (T5 & T6)
The function can be mathematically formulated as,

FT5 = 2;1_0195—”'(11)(“2');

where,

ui = Bj_oTi ¢,
J5—trap 15 the k—bit trap function, described earlier, with a = 4, b =5, 2 =1 and k = 5.
The loose linkage is incorporated by coupling 0% bit, (£)* bit, 2(£)™ bit, 3(£)" bit, and
4(£)" bit altogether; and 1° bit, (£ + 1)™ bit, (2& + 1) bit, (3£ + 1) bit, and (4£ + 1)
bit altogether; and so on (see figure 4.4). T5 has optima at all 0s. T6 is complement of T5

and has optima at all 1s.
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4.4.3 Hierarchical Test Functions

This class of test functions have multivariate interactions at multiple levels and are called
hierarchically decomposable functions (Goldberg, 1998; Watson, Hornby, & Pollack, 1998).
It is observed that the variable interaction at multiple levels increases the problem difficulty
considerably. The following explanation of hierarchically decomposable functions (HDFs) is

based on Pelikan and Goldberg (2000).

In HDF's, each building block is assigned two distinct properties, namely, fitness con-
tribution and interpretation. The overall fitness function is defined as the sum of fitness
contributions of each building block. Let X = (Xo, ..., Xy 1) be the input vector. The value
of variable X; is denoted by x;. The subscript ¢ € {1,...,L — 1} denotes the level. Also,
at the i** level there are p; functions that will contribute to the overall fitness. A vector of
building block interpretations is passed from the lower level to the higher level. Each level 7

will have p; recursively computed interpretations.

The zeroth level has interpretation value equal to the value of the input variables. Hence,
vox = Tx. Hence, po = £ — 1. For ¢ > 0, let z;; be the 5" contributory function at the i
level. z;; is defined on a subset of interpretations from the lower level, with indices from
Si; € {0,..,pi—1 — 1}. These interpretations are combined by the function T;; to form a
higher level interpretation. The vector of interpretations with indices from S; ; is denoted

by Vi ;. Hence, Vi ; = {v; 14|k € Si;}. Also,

T;(Vig) ifi>0
Vi,j =
zj otherwise,

where, v; ; is the 7 interpretation at the ' level.

As an example of HDFs, hierarchical trap functions are explained. In case of the hier-
archical trap function, the underlying structure is a balanced g-ary tree (¢ > 3) (Pelikan &

Goldberg, 2001). The interpretation function is used to interpret blocks of all Os and all 1s
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Figure 4.5: An example of the hierarchical trap function for a string X = 000000111. The
interpretations are displayed by circles. The contribution of each node is shown on the right
side of the circle with interpretation in the node. The fitness of this input string is 13.05.
Note that figure is reproduced from Pelikan and Goldberg (2001).

to 0 and 1, respectively. Any other block is interpreted as ’-’. The contribution function is

7

a function of unitation. If the input string has -’ then the function returns 0. The function

is formulated as follows,
Zhigh ifu= q

z(u) =

Rlow t 3
zZ Uu (0] her wise.
low Zhigh

Leaves of the tree do not contribute to the fitness function. In this thesis, ¢ is taken as 3;

hence, the tree is ternary.

Hierarchical Trap-3 (T7)

For a non-leaf node r except the root node, the contribution function is calculated by taking
Zhigh = Ziow = 1 multiplied by 3"} For the root node, the contribution function is

(root)

calculated by taking zpign = 1 and 25, = 0.9 multiplied by 3"¢?9M(root) " The optimum is the

string with all 1s. Figure 4.5 shows the calculation of hierarchical trap function.
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MOP Constituting | Description
problems
MOP#1 | T3 and T4 Multiple interleaved MDP

MOP+#2 | T5 and T6 Multiple interleaved trap-5

MOP#3 | T7 and T2 Hierarchical trap and zeromax

MOP#4 | T8 and T2 Hierarchical deceptive trap and zeromax

Table 4.1: Table illustrating multiobjective problems used in the thesis.

Hierarchically Deceptive Trap-3 (T8)

For all non-root nodes r, the contribution function is calculated by taking zp;,, = 1 and
Ziow = 1+ % For the root node, the contribution function is calculated using z4;o, = 1 and
Ziow = 0.9. Hence, the bias toward a solution with all zeros is increased and this makes this

function more difficult to solve. The optimum of this function is the string with all 1s.

4.4.4 Multiobjective Test Problems

Multiobjective problems are created by taking various combinations of single objective func-
tions described in the previous section (T1 to T8), and these multiobjective problems are
listed in Table 4.1.

Table 4.1 shows that MOP#1 is a multiobjective problem consisting of two fitness func-
tions, T3 and T4. Similarly, other multiobjective problems are described in the table 4.1.
MOP#3 and MOP#4 have only two points in the Pareto optimal front. One point is the

optima of the zeromax function and the other point is the optima of the hierarchical function.

4.5 Summary

In this chapter, a brief overview of existing multiobjective test functions was given. Mul-
tiobjective test functions were designed that will be used to test the competent MOGAs

developed later in this thesis.
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Chapter 5

Multiobjective Bayesian Optimization
Algorithm

The previous chapter designed multiobjective test functions, and in this chapter, we de-
velop a competent multiobjective GA and test its performance on those multiobjective test
functions. The competent multiobjective GA developed in this chapter borrows the BB
identification and mixing capabilities of a competent GA and the multiobjective selection
process of a MOGA. Specifically, BOA (Pelikan, Goldberg, & Canti-Paz, 1999) is coupled
with the selection technique of NSGA-II (Deb, Agrawal, Pratap, & Meyarivan, 2000) to form
a multiobjective competent GA called the multiobjective Bayesian optimization algorithm

(mBOA), details of which are given in the next section.

5.1 Multiobjective Bayesian Optimization Algorithm

mBOA is identical to BOA explained in chapter 3 except that we replace the selection pro-
cedure by the nondominated sorting and selection mechanism of NSGA-II. Algorithmically,

mBOA may be written as follows:
1. Generate an initial random population.
2. Perform selection,

(a) Compute ranks of solutions in the population by performing the nondominated
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sorting. Also, calculate the crowding distance for each solution in the population.
Rank and crowding distance calculations are identical to those of NSGA-II as

described in chapter 2.

(b) Select good solutions from the current population based on rank and crowding
distance as described in chapter 2. Prefer solutions with the better (lower) rank

and the higher crowding distance.

3. Construct a network, using the chosen metric, from the selected members of the pop-

ulation in a similar manner as in BOA, described in chapter 3.

4. Generate a set of new strings O(t) according to the joint distribution encoded by the

network in a similar manner as in BOA, described in chapter 3.

5. Combine the parent and the child populations to form a combined population.

6. Calculate the rank and the crowding distance of each member of the combined popu-

lation.

7. Select the best half of the combined population (based on rank and crowding distance)
and put it in the new population. Selection of the best half of the combined population

is identical to that of NSGA-II described in chapter 2.

8. Repeat steps (3) to (7) until one or more termination criteria are met.

The selection procedure of NSGA-II gives mBOA the capability to handle multiple objectives.
The model building and model sampling technique of BOA provide mBOA with the necessary
tools for linkage identification and propagation. mBOA is tried on different adversarially

designed test functions, which are described in the following section.
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MOP Description Problem size # of points
0) with distinct fitness
values on the Pareto

optimal front

MOP#1 | T3 and T4 30 16
(MDP) 90 16

MOP#2 | T5 and T6 30 7
(trap-5) 60 13

90 19

MOP#3 | T7 and T2
(hierarchical 27 2
trap and zeromax)

MOP#4 | T8 and T2
(hierarchical 27 2
deceptive

trap and zeromax)

Table 5.1: Table listing multiobjective problems used to test mBOA.

MOP Algorithm Problem | # of Population- # of
size fitness size generations

0) function

evaluations

MOP+#1 | simple MOGA | 30 9000 150 60
90 54000 300 180
mBOA 30 9000 300 30
90 54000 600 90
MOP#2 30 3000 50 60
simple MOGA | 60 24000 200 120
90 42120 * 234 180
30 3000 300 10
mBOA 60 24000 400 60
90 42000 600 70
MOP#3 | simple MOGA | 27 2100000 3000 700
mBOA 27 2100000 3000 700
MOP#4 | simple MOGA | 27 2100000 3000 700
mBOA 27 2100000 3000 700

Table 5.2: Table listing experimental setups for simple MOGA and mBOA for different
multiobjective test problems. Number of fitness function evaluations are kept same for both
algorithms. In case of %, the number of fitness function evaluations is slightly higher for
simple MOGA to keep the population size an integer.
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Point No. 1 2 3 e |m m+1
No. of solutions (m) (Tg) (mrfl) (2)

0
Table 5.3: Table showing number of solutions at each point of the Pareto optimal front for
MOP+#1 and MOP#2. “Point No.” refers to the point on the Pareto optimal front, “No.
of solutions” is the number of solutions with the same fitness values corresponding to that
particular point, and m is the number of building blocks.

5.2 Default Experimental Setup

To test mBOA, the multiobjective problems designed in chapter 4 are used and these mul-
tiobjective problems are listed in table 5.1. As shown in table 5.1, MOP#1 consists of two
multiple interleaved minimal deceptive functions (described in chapter 4), T3 and T4, and
is tried with two problem sizes, £ = 30 and ¢ = 90. Similarly, other multiobjective problems
are described in table 5.1. The fourth column of table 5.1 shows the number of different
points on the Pareto optimal front. There is a subtle difference between the points on the
Pareto optimal front and the solutions belonging to the Pareto optimal front. Since, each
function of the multiobjective problem is a function of unitation, each point of the Pareto
optimal front may have more than one binary string (individual) corresponding to it. Hence,
the total number of different solutions that belong to the Pareto optimal front will be more
than the value shown in the fourth column of table 5.1. The next paragraph explain this in

more detail.

In the case of MOP#1 (T3 and T4) and MOP#2 (T5 and T6), combinations of comple-
mentary functions are taken. If the problem is composed of m subfunctions (see chapter 4)
of order k (here, £ = mk), then each end point of the Pareto optimal front has (7)) distinct
solutions (with same fitness values) corresponding to it. Similarly, each point next to end
points has (T) distinct solutions (with same fitness values) corresponding to it, and so on.
The Pareto optimal front has a total of (m + 1) number of points. Let us take an example of
MOP#2 that is formed of two trap-5 functions with £ = 30. The number of building blocks

m is equal to 6. There are two optimal building blocks, 00000 and 11111, respectively. A
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Point No. | No. of solutions | No. of 00000 No. of 11111
building blocks | building blocks
1 (S) 6 0
2 ®) 5 1
3 5) 4 2
4 (S) 3 3
5 © 2 4
6 (%) 1 5
7 ) 0 6

Table 5.4: Table listing the number of Pareto optimal solutions in MOP#2 with ¢ = 30.
“Point No.” represents the distinct points on the Pareto optimal front; “No. of solutions”
represents the number of Pareto optimal solutions corresponding to the particular point on
the Pareto optimal front; “No. of 00000 building blocks” represents the number of 00000
building block present in the solutions; “No. of 11111 building blocks” represents the number
of 11111 building block present in the solutions. Note that the point no. 1 and point no. 7
are the end points of the Pareto optimal front.

Pareto optimal solution consists of 6 building blocks where each building block can either be
00000 or 11111. Therefore, the Pareto optimal solutions consists of combinations of these
two (00000 and 11111) optimal building blocks. The end points are the points with all 6
building blocks being the same. Hence, one end point corresponds to the string with all 30
bits equal to 0; and the other end point corresponds to the string with all 30 bits equal to
1. The point next to the end points will have 5 out of 6 building blocks same and the sixth
building block different. There are (?) solutions that will have 5 out of 6 building blocks as
00000 and the sixth building block as 11111. Also, there are ((15) solutions that will have 5
out of 6 building blocks as 11111 and the sixth building block as 00000. The table 5.4 shows
the number of solutions corresponding to different points on the Pareto optimal front for the
case of MOP#2 with ¢ = 30.

In the middle of the Pareto optimal front there are more number of distinct solutions with
same fitness function values as opposed to the end points where there is only one solution
at each point. The exact number of solutions at each point on the Pareto optimal front is

shown in table 5.3. Hence, given a finite size population, the probability of having a string

belonging to the middle region of the Pareto optimal front is higher than the probability of
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having a string belonging to the end. Therefore, in the case of MOP#1 and MOP#2, points
near the ends are more difficult to obtain than points near the center of the Pareto optimal
front. Also, there are exponentially large number (& 2™) of distinct solutions belonging to
the Pareto optimal front; hence, we cannot obtain all the solutions belonging to the Pareto
optimal front without using exponentially large population size. Both the algorithms, simple
MOGA and mBOA, use niching in the fitness function space instead of variable space. So,
we aim to obtain representative samples of all distinct function value combinations on the
Pareto optimal front. In other words, our objective is to obtain and consistently maintain a
good spread of solutions over the true Pareto optimal front.

To compare the performance of mBOA, we develop a simple MOGA by incorporating the
multiobjective selection scheme of NSGA-II in a simple single-objective binary GA. One-
point crossover with crossover probability, p., equal to 0.9 and bit-wise mutation with muta-
tion probability, p,,, equal to 0.01 is used (see chapter 2 for a brief explanation of one-point
crossover and bit-wise mutation). Since mBOA and simple MOGA work on different under-
lying principles, we run each with different population sizes and number of generations while
keeping the total number of fitness evaluations same for both the algorithms. The popula-
tion size and the number of generations for mBOA were set to the value that was suitable
for the harder of the two single objective functions that formed the multiobjective problem.
Therefore, in case of MOP#2 that consists of two trap functions, we set the population size
to the value that will be suitable for a single objective BOA for solving trap-5 function.
Simple MOGA was tried with many different combinations of population size and number
of generations keeping the number of fitness function evaluations constant and equal to the
number of fitness function evaluations for mBOA. The best result obtained out of different
experimental settings was compared with the result of mBOA. Both algorithms were run
until the allotted number of fitness function evaluations were expended. Table 5.2 shows the

experimental settings for simple MOGA and mBOA.
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Figure 5.1: Figure comparing the performance of simple MOGA and that of mBOA on
MOP#1 for £ = 30 and ¢ = 90. * shows the true Pareto optimal front. [J shows the non-
dominated set of the population at the final generation obtained by mBOA. (O corresponds
to the nondominated set of the population at the final generation obtained by simple MOGA.
With the increase in the problem size, the performance of simple MOGA decreases, while
the performance of mBOA stays the same. Note that simple MOGA was not able to discover
the end points for both the cases (£ = 30 and ¢ = 90).

5.3 Results

This section discusses the performance of mBOA on the multiobjective test problems defined
in the previous section. The results are compared with the performance of simple MOGA

on the same test functions.

5.3.1 MOP#1 (T3 and T4)

In both cases (¢ = 30 and ¢ = 90), mBOA discovered representative samples at all Pareto
optimal function values combinations on the Pareto optimal front including the end points,
while the simple MOGA was not able to do so. Figure 5.1 compares the performance of simple
MOGA and that of mBOA on MOP#1 with £ = 30 and £ = 90. In both cases (£ = 30 and
£ = 90), simple MOGA converged to only few points of the true Pareto optimal front and
was unable to discover the end points of the Pareto optimal front. The building blocks of

the problem become more loosely linked with the increase in problem size; therefore, the
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Figure 5.2: The figure shows the evolution of a solution in the simple MOGA and mBOA
on MOP#1 with ¢ = 30. () denotes the population at the respective generation and x
represents the true Pareto optimal front. Note, not all members of the population are shown
due to lack of space.
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Figure 5.3: Figure comparing the performance of simple MOGA and that of mBOA on
MOP#2 (T5 and T6) for £ = 30, £ = 60, and £ = 90. * shows the true Pareto optimal front.
0 shows the nondominated set of the population at the final generation obtained by mBOA.
(O corresponds to the nondominated set of the population at the final generation obtained
by simple MOGA.

performance of simple MOGA deteriorates considerably with the increase in problem size.
On the other hand, the performance of mBOA is not affected by the loosely linked building
blocks and mBOA consistently performs well at the increased problem size as shown in figure
5.1. Figure 5.2 shows populations at various generations during the run for simple MOGA
and mBOA on MOP#1 with ¢ = 30. Simple MOGA was unable to discover all the points
of the Pareto optimal front, whereas mBOA discovered all the points on the Pareto optimal

front including the end points.

5.3.2 MOP#2 (T5 and T6)

As in MOP#1, simple MOGA performed worse than mBOA on MOP#?2. For ¢ = 30
and ¢ = 90, simple MOGA could not discover the true Pareto optimal front. For ¢ = 60,
it converged to one of the points of the true Pareto optimal front. mBOA, in all cases,
converged to the true Pareto optimal front and consistently maintained a good spread over
it. Figure 5.3 compares the performance of the two algorithms on MOP#2 with ¢ = 30,
¢ = 60, and ¢/ = 90. Figure 5.4 shows the populations at the first, the last, and two

intermediate generations for MOP#2 with ¢ = 30.
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Figure 5.4: The figure shows the evolution of a solution in the simple MOGA and mBOA
on MOP#2 with ¢ = 30. () denotes the population at the respective generation and x
represents the true Pareto optimal front. Note, not all members of the population are shown
due to lack of space.
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Problem | Problem No. of points No. of different
size on the Pareto front solutions
) with distinct fitness values on the Pareto front
Actual | simple | mBOA | Actual | simple | mBOA
No. MOGA No. MOGA
of of
points strings
MOP#1 | 30 16 6 16 215 7 224
90 46 3 46 215 5 591
30 7 0 7 26 0 30
MOP#2 | 60 13 1 13 212 1 102
90 19 0 19 218 0 327
| MOP#3 | 27 E |1 |1 E |1 | 1]
| MOP#4 | 27 [ 2 |1 E E |1 | 1]

Table 5.5: Table illustrating results of simple MOGA and mBOA on the multiobjective test
functions.

5.3.3 MOP#3 (T7 and T2) and MOP#4 (T8 and T2)

Both MOP#3 and MOP#4 consist of combinations of a harder hierarchical and an easier
zeromax problems. The local optimum of the harder hierarchical problem is only slightly
worse than its global optimum and is the same as the global optimum of the easier zeromax
problem. The true Pareto optimal front has two points, corresponding to the global optima
of the two functions. As expected, in both the cases (MOP#3 and MOP#4), both the
algorithms failed to discover the optima of the harder hierarchical function and converged

to the optima of the easier zeromax function.

The results of the experiments are summarized in the table 5.5. In case of MOP#1
and MOP#2, mBOA found all the points on the true Pareto optimal front, whereas simple
MOGA often times failed to do so. Also, mBOA maintains a larger number of distinct

nondominated Pareto optimal solutions than simple MOGA.
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5.4 Summary

The chapter combined a competent GA and a multiobjective GA to design a multiobjec-
tive competent GA called mBOA. mBOA was compared with simple MOGA on a series of
multiobjective test functions. mBOA outperforms simple MOGA on the deceptive problems
with loose linkage. As expected, neither simple MOGA nor mBOA could handle problem
with multilevel interactions as they do not have any niching or chunking capabilities. Next

chapter addresses the issue of hierarchical problem solving in detail.

ol



Chapter 6

Multiobjective Hierarchical Bayesian
Optimization Algorithm

The results of the previous chapter were mixed. On the multiobjective simple deceptive
problems, mBOA was able to evolve a good spread of solutions on the true Pareto optimal
front, whereas simple MOGA failed to do so. However, in hierarchically difficult problems,
both algorithms were misled to local optima. The purpose of this chapter is to develop an
algorithm that would not only solve problems that could be solved using mBOA, but also
solve hierarchically difficult problems.

The next section designs and implements variants of mBOA incorporating niching alone,
and tests them on multiobjective hierarchical problems. Later, a multiobjective hierarchical
problem solver called multiobjective hierarchical Bayesian optimization algorithm (mhBOA)
is designed, implemented, and tested. The performance of mhBOA on the multiobjective

test functions is compared with that of mBOA.

6.1 Variants of mBOA with Niching Only

Pelikan and Goldberg (2000) suggested that to solve a hierarchical problem, an algorithm
must contain linkage learning, niching, and chunking capabilities. While, mBOA contains
linkage learning capabilities, it does not contain any chunking capabilities. The mBOA does

have crowding-based niching incorporated into it. However, the primary purpose of the
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MOP Description Problem size # of points on the
0) Pareto optimal front

MOP#3 | T7 and T2
(hierarchical 27 2
trap and zeromax)
MOP#4 | T8 and T2
(hierarchical 27 2
deceptive

trap and zeromax)

Table 6.1: Table illustrating multiobjective problems used to test variants of mBOA with
niching only.
crowding distance comparator used in the selection process of mBOA is to perform niching
in the fitness function space, whereas a hierarchical multiobjective problem solver would
also need to maintain diversity in the genotypic space. Hence, the crowding distance based
niching of mBOA is not sufficient for hierarchical problem solving. While it is easy to see
that a multiobjective hierarchical problem solver has to contain a niching operator, it is
unclear whether it should also contain chunking capabilities.

Therefore, we incorporate niching into variants of mBOA and test them on multiobjective

hierarchical problems shown in table 6.1. Specifically, we incorporate the following nichers:
e Restricted tournament selection (RTS) (Harik, 1995).
e Crowding distance in genotypic space.
e Fitness sharing (Goldberg & Richardson, 1987).

Next, implementations and results of each of the algorithms are discussed. All the algorithms

were run for 700 generations with a population size of 3000.

6.1.1 Variant of mBOA + RTS: Algorithm 1

Restricted tournament selection (RTS) (Harik, 1995) was used by Pelikan and Goldberg

(2001) as a nicher in hBOA. In RTS, for every offspring, w individuals are picked from the
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current population and the offspring competes with the closest individual where closeness is
measured by the genotypic or the phenotypic distance. The offspring is copied to the next
generation if it is better than its competitor else the parent is copied to the next generation.
The parameter w is called window size.

As in the original RTS, we also randomly select w individuals from the parent population
for every offspring. Out of these w individuals, the individual closest—in terms of genotypic
distance—to the offspring is selected and the offspring competes with it. If the offspring has
a higher rank than its competitor, it is copied into the next generation. If both the offspring
and its competitor has the same rank then the individual with higher crowding distance is
the winner. In case if the parent has a higher rank, the parent is the winner. Two window
sizes were tried: window size equal to the population size and window size equal to the
problem size.

RTS can be used with a variant of mBOA by performing the following steps:

1. Randomly generate n solutions.

2. Compute the rank and the crowding distance of each member of the population.

3. Perform the selection based on rank and crowding distance.

4. Build a probabilistic model (Bayesian network) of the promising solutions.

5. Sample new solutions using the Bayesian network.

6. Perform a nondominated sorting and compute the rank and the crowding distance

considering parent and child populations together.

7. For every offspring randomly pick w parents and compare the offspring with the closest

parent using rank and crowding distance and put the winner in the new population.

8. Go to step (3) and repeat the process until some convergence criteria are satisfied.
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The algorithm described above failed on both the multiobjective problems, MOP+#3 and

MOP+#4, and converged to the optimum of the zeromax problem in both the cases.

6.1.2 Variant of mBOA + Genotypic Crowding Distance:

Algorithm 2

The crowding distance comparator used in the selection scheme of NSGA-II ensures only a
good spread of solutions along the Pareto optimal front and it does not ensure genotypic
diversity preservation in the population. Hence in this variant of mBOA, crowding distance
for an individual was replaced by the sum of genotypic distances of the individual from all
other members of the population and is called genotypic crowding distance. This will ensure
genotypic diversity preservation in the whole population.

Genotypic crowding distance can be used with a variant of mBOA by performing the

following steps:
1. Randomly generate n solutions.
2. Compute rank and genotypic crowding distance of each solution in the population.
3. Perform the selection based on rank and genotypic crowding distance.
4. Build a probabilistic model (Bayesian network) of the promising solutions.
5. Sample new solutions using the Bayesian network.
6. Combine both the parent and the offspring populations to form a combined population.

7. Perform a nondominated sorting and compute the rank of each member of the combined

population.

8. Calculate the genotypic crowding distance of each individual in the combined popula-

tion.
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9. Select the n best (based on the rank and the genotypic crowding distance) solutions

from the combined population.
10. Go to step (4) and repeat the process until some convergence criteria are satisfied.
Similar to algorithm 1, this algorithm also failed on both the multiobjective problems

and converged to the optimum of the zeromax problem in both the cases.

6.1.3 Variant of mBOA + Fitness Sharing: Algorithm 3

Fitness sharing (Goldberg & Richardson, 1987) is introduced to incorporate niching in the
variant of mBOA. A sharing parameter is specified and niche count—the number of in-
dividuals in the population that are within sharing parameter distance from the current
individual—of each individual in the population is calculated. The rank of each individual is
calculated based on its shared fitness. The crowding distance of a solution is replaced by its
niche count multiplied by minus one (higher crowding distance corresponds to lower niche
count).

Fitness sharing can be used with a variant of mBOA by performing the following steps:
1. Randomly generate n solutions.

2. Compute the niche count of each individual in the population.

3. Compute the shared fitness of each individual in the population using its niche count.
4. Compute the rank of each individual using its shared fitness value.

5. Perform the selection using rank and niche count (lower niche count is preferred).

6. Build a probabilistic model (Bayesian network) of the promising solutions.

7. Sample new solutions using the Bayesian network.
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8. Form a combined population by combining both the parent and the offspring popula-

tion.

9. Compute the niche count of each individual in the combined population and then

calculate its shared fitness.
10. Perform a nondominated sorting and compute ranks using shared fitness values.

11. Select the n best (based on the rank and niche count) solutions of the combined pop-

ulation.

12. Go to step (6) and repeat the process until some convergence criteria are satisfied.

The results were qualitatively similar to the other two algorithms and it also failed on both
the test problems.

Our pilot study showed that all the three algorithms (Algorithm 1, Algorithm 2, and
Algorithm 3) failed to solve multiobjective hierarchical test problems. The failure of these
algorithms empirically shows that similar to the single objective hierarchical problem solver,
a multiobjective hierarchical problem solver needs both niching and chunking along with
linkage learning capabilities. Therefore, in the following section, we propose multiobjective
hierarchical Bayesian optimization algorithm (mhBOA) which borrows the linkage learning,
niching, and chunking capabilities of hBOA (Pelikan & Goldberg, 2001) and nondominated

sorting selection procedure of NSGA-II (Deb, Agrawal, Pratap, & Meyarivan, 2000).

6.2 Multiobjective Hierarchical Bayesian
Optimization Algorithm

This section provides an algorithmic description of multiobjective hierarchical Bayesian op-
timization algorithm (mhBOA):

1. Randomly generate an initial population P(0).
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2. Perform selection:

(a) Compute ranks of solutions in the population by performing the nondominated
sorting. Also, calculate the crowding distance for each solution in the population.
Rank and crowding distance calculations are identical to those of NSGA-II as

described in chapter 2.

(b) Select good solutions from the current population based on rank and crowding
distance as described in chapter 2. Prefer solutions with the better (lower) rank

and the higher crowding distance. Call the selected population as P1(t).

3. Build the network by constructing decision graphs encoding conditional probability in

a similar manner as in hBOA described in chapter 3.

4. Generate child population C(t) by using the network with decision graphs in a similar

manner as in hBOA described in chapter 3.

5. Calculate rank and crowding distance of each member considering C(t) and P(t) to-

gether.

6. Create a new population P(t+1) by using RTR to incorporate each member of C(t) into
P(t) in a similar manner as in hBOA described in chapter 3. Solutions are compared

on the basis of their rank and crowding distance values.

7. Repeat steps (2) to (6) until one or more convergence criteria are satisfied.

Therefore, mhBOA is the extension of single objective hBOA to multiobjective domain and
is created by replacing the single objective selection scheme of hBOA by the multiobjective

selection procedure of NSGA-II.
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MOP Description Problem size | # of points on the Pareto
(¢) optimal front with
distinct fitness values
MOP+#1 | T3 and T4 30 16
(MDP)
MOP#2 | T5 and T6 30 7
(trap-5) 60 13
MOP#3 | T7 and T2
(hierarchical 27 2
trap and zeromax)
MOP#4 | T8 and T2
(hierarchical 27 2
deceptive
trap and zeromax)

Table 6.2: Table illustrating multiobjective problems used to test mhBOA.

MOP Algorithm | Problem | # of Population- # of
size fitness size generations
©) function

evaluation
MOP#1 | mBOA 30 25000 2500 10
mhBOA 30 750000 2500 300

MOP#2 | mBOA 30 2400 300 8

60 30000 1500 20

mhBOA 30 12000 300 40

60 375000 1500 250

MOP#3 | mBOA 27 7200 600 12
mhBOA 27 15600 600 26
MOP#4 | mBOA 27 9000 600 15
mhBOA 27 15000 600 25

Table 6.3: Table illustrating the experimental setups of mBOA and mhBOA for different
multiobjective test problems.
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Figure 6.1: Figure comparing number of distinct solutions belonging to the true Pareto
optimal front at different generation during runs of mBOA and mhBOA on MOP#1 with
¢ = 30. mBOA is able to evolve a large number of Pareto optimal solutions faster than
mhBOA, but, it is not able to consistently maintain them over the run. Note that the graph
is on log scale.

6.3 Experiments and Results

The performance of mhBOA was tested on multiobjective test problems listed in table 6.2.
MOP#1 and MOP#2 are multiobjective deceptive problems with loosely linked building
blocks, whereas MOP+#3 and MOP#4 are multiobjective hierarchical problems. The results
of mhBOA are compared with those of mBOA. The population size was set to the same
value for both the algorithms. The experimental setting for both the algorithms is shown
in the table 6.3. This section discusses the results of mBOA and mhBOA for each of the

multiobjective test problem.

6.3.1 MOP#1 (T3 and T4)

Figure 6.1 shows the number of solutions belonging to the Pareto optimal front at various
generations in the test runs of mBOA and mhBOA on MOP#1 with ¢/ = 30. Both the

algorithms are able to achieve a large number (a2300) of Pareto optimal solutions. The
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Figure 6.2: The figure shows the evolution of a solution in the mBOA and mhBOA on
MOP#1 with £ = 30. () denotes the population at the respective generation and * represents
the true Pareto optimal front. mBOA is able to converge to the true Pareto optimal front
faster than mhBOA. Note, not all members of the population are shown due to lack of space.
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problem is a simple deceptive function with loose linkage; hence, there is no need for the
more complicated model that is used by mhBOA. Hence, mBOA is able to converge to the
true Pareto optimal front faster than mhBOA. However, mBOA is not able to consistently
maintain all the diverse solutions over the run. The crowding distance based niching operator
of mBOA is sufficient only to maintain diversity in the fitness function space and is unable
to maintain diversity in the genotypic space as it does not reward any genotypic diversity.
Hence, in the case of mBOA, over the period of time, there is a gradual loss of diversity in the
genotypic space, whereas mhBOA is able to consistently maintain all the diverse solutions
because of its niching operator that maintains diversity in the genotypic space.

Both the algorithms (mBOA and mhBOA) are able to converge to the true Pareto optimal
front. Figure 6.2 shows the population at various generations during the runs of mBOA and
mhBOA. mBOA is faster to converge than mhBOA; hence, requires less number of fitness
function evaluations to capture the whole front. However, mhBOA is able to find a higher

number of distinct solutions belonging to the Pareto optimal front.

6.3.2 MOP#2 (T5 and T6)

In both the cases (¢ = 30 and ¢ = 60), both the algorithms (mnBOA and mhBOA) are able
to converge to the true Pareto optimal front. Figure 6.3 and figure 6.4 show populations
at various generations during the runs of mBOA and mhBOA on MOP#2 with ¢ = 30 and
¢ = 60, respectively. mBOA is faster to converge than mhBOA; hence, requires less number
of fitness function evaluations to capture the whole front. However, mhBOA is able to find

a higher number of distinct solutions belonging to the Pareto optimal front.

6.3.3 MOP#3 (T7 and T2) and MOP+#4 (T8 and T2)

In both the cases (MOP#3 and MOP#4), mBOA converged to the global optima of the

easier the zeromax function and failed to obtain the other point of the Pareto optimal front,
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Figure 6.3: The figure shows the evolution of a solution in the mBOA and mhBOA on
MOP#2 with £ = 30. () denotes the population at the respective generation and * represents
the true Pareto optimal front. mBOA is able to converge to the true Pareto optimal front
faster than mhBOA. Note, not all members of the population are shown due to lack of space.
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Figure 6.4: The figure shows the evolution of a solution in the mBOA and mhBOA on
MOP#2 with £ = 60. () denotes the population at the respective generation and * represents
the true Pareto optimal front. mBOA is able to converge to the true Pareto optimal front
faster than mhBOA. Note, not all members of the population are shown due to lack of space.
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Figure 6.5: The figure shows the evolution of a solution in the mBOA and mhBOA on
MOP#3 with £ = 27. () denotes the population at the respective generation and * represents
the true Pareto optimal front. The true Pareto optimal front consists of only two points.
mBOA is not able to find both the points of the true Pareto optimal front and converged to
one of them, whereas mhBOA finds both the points of the true Pareto optimal front. Note,
not all members of the population are shown due to lack of space.

65



Generation 1

Generation 5

true front

*
25 25
20 v, 20
S
Y

*

L&

true front

\/
20 25 T

30

% 5 10 15 20 25 T 30 % 10 15
T8 T8
Generation 10 Generation 15
30 30
® ®
25 (@] @ (9 @ 25
20 20
Nis Nis
true front true front
10 10
5 \ 5 \\
0 ¥ 0 ¥
0 5 10 15 20 25 30 0 10 15 20 25 30
T8 T8
(a) mBOA

Generation 1

Generation 10

3
% 5 10 15 20 25 °

(b) mhBOA

30 ]

Figure 6.6: The figure shows the evolution of a solution in the mBOA and mhBOA on
MOP#4 with £ = 27. () denotes the population at the respective generation and * represents
the true Pareto optimal front. The true Pareto optimal front consists of only two points.
mBOA is not able to find both the points of the true Pareto optimal front and converged to
one of them, whereas mhBOA finds both the points of the true Pareto optimal front. Note,
not all members of the population are shown due to lack of space.
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MOP | (¥) No. of points No. of No. of
on the Pareto different strings fitness
optimal front with on the function
distinct fitness values Pareto front evaluations
Actual | mBOA | mhBOA | Actual | mBOA* | mhBOA | mBOA | mhBOA
No. No.
of of
Points strings
|#1 [30 |16 | 16 | 16 | 2% 2387 [ 2400 | 25000 | 750000 |
#2 30 |7 7 7 26 19 68 2400 12000
60 | 13 13 13 212 1077 1216 30000 375000
| #3 27 |2 |1 | 2 E |1 | 2 | - | 15600 |
| #4 27 |2 |1 | 2 E |1 | 2 | - | 15000 |

Table 6.4: Table illustrating results of mBOA and mhBOA on the multiobjective test prob-
lems. The ’-’ implies that the algorithm is not able to find all the points on the actual Pareto
optimal front. In case of %, these are peak values of distinct Pareto optimal solutions which
disappear if mBOA is run longer as shown in figure 6.1.

whereas mhBOA located both the points of the Pareto optimal front. Figure 6.5 and figure
6.6 show the populations at various generations during the runs of mBOA and mhBOA for

MOP#3 and MOP#4, respectively.

The results of mBOA and mhBOA on the test functions are summarized in the table 6.4.

6.4 Summary

In this chapter, a multiobjective hierarchical problem solver was designed, implemented, and
tested. The multiobjective hierarchical problem solver is called multiobjective hierarchical
Bayesian optimization algorithm (mhBOA) and is constructed by incorporating the multi-
objective selection scheme of NSGA-IT into the single objective hBOA. mhBOA is able to
solve multiobjective hierarchical problems as well as all other problems that could be solved

using mBOA.
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Chapter 7

Future Work

This chapter discusses a number of future research efforts that will help improve the ca-
pabilities of mBOA and mhBOA. First, we discuss work that will verify and improve the
performance of mBOA and mhBOA. Then, we discuss theoretical advances to analyze the
behavior of the algorithms. Last, we discuss ways to extend the applicability of the algo-

rithms.

Verifying Performance: This thesis tests the performance of mBOA and mhBOA on the
multiobjective test function suite designed in chapter 4. However, more rigorous testing
of the algorithms on a broader test suite, consisting of a variety of test functions such as
constrained multiobjective problems and continuous domain multiobjective problems,
is needed to verify the superior performance of mBOA and mhBOA over a simple

MOGA.

Moreover, the test functions used in the thesis contain exponentially large number of
solutions on the Pareto optimal front. Hence, to capture all the points belonging to
the Pareto optimal front, an exponentially large population size is required. Therefore,
new test functions, having a tractable number of solutions on the Pareto optimal front,
should be designed and the performance of mBOA and mhBOA should be tested on

them.

Improving Performance: Attempts to improve the performance of mBOA and mhBOA
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by using parallelization, hybridization, and other efficiency-enhancement techniques

should be made.

A multiobjective hierarchical problem solver needs two kinds of niching: niching to
maintain diverse partial solutions and niching to maintain a good spread of solutions
on the Pareto optimal front. This thesis tried to satisfy both kinds of niching needs
by using RTR in combination with the crowding distance based selection scheme.
However, other ways of achieving the same target should be employed and tested to

improve the performance of mhBOA.

Developing Models: The work should be furthered by developing population-sizing mod-
els for mBOA and mhBOA to provide guidance in setting the population sizes for the
algorithms. A scalability analysis of mBOA and mhBOA should be performed to ver-
ify the applicability of the algorithms on larger and more difficult problems. Also,

convergence-time models needs to be developed for mBOA and mhBOA.

Increasing Applicability: This thesis applied mBOA and mhBOA to problems where
individuals in the GA population were represented by binary strings of fixed length.
mBOA and mhBOA can also be used for problems outside the domain of fixed length
binary string representation such as variable-length strings or program codes. These
procedure should be developed and tested. In addition, mBOA and mhBOA should
be tried on real-world problems and their performance should be compared to other
available techniques to further confirm its applicability and usefulness in solving real-

world problems.
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Chapter 8

Summary and Conclusions

This chapter summarizes the thesis and draws conclusions from the work performed.

8.1 Summary

Multiobjective genetic algorithms are widely used for solving real-world problems. Com-
petent GAs are able to solve hard problems quickly, reliably, and accurately. However,
not much effort has been put into developing competent MOGAs. This thesis developed
two competent MOGAs, the multiobjective Bayesian optimization algorithm (mBOA) and
the multiobjective hierarchical Bayesian optimization algorithm (mhBOA), by incorporating
the multiobjective selection technique of nondominated sorting genetic algorithm (NSGA-II)
(Deb, Agrawal, Pratap, & Meyarivan, 2000) into two powerful competent GAs, the Bayesian
optimization algorithm (BOA) (Pelikan, Goldberg, & Canti-Paz, 1999) and the hierarchical
Bayesian optimization algorithm (hBOA) (Pelikan & Goldberg, 2000), respectively.

The primary contribution of the work can be summarized as follows:

Test Functions: In chapter 4, an adversarial approach was taken to design multiobjective
functions for testing the performance of mBOA and mhBOA, developed later in the
thesis. Some of these multiobjective test functions are deceptive with loosely linked
building blocks; BB identification and proper mixing are critical for solving them. The

rest of the multiobjective test problems are hierarchical functions; linkage learning,

70



chunking, and niching capabilities are required to solve them.

mBOA: In chapter 5, the thesis combined the multiobjective selection scheme of NSGA-
IT (Deb, Agrawal, Pratap, & Meyarivan, 2000) with the BB identification and mixing
capabilities of BOA (Pelikan, Goldberg, & Canti-Paz, 1999) to form a multiobjective
competent GA called mBOA. mBOA was tried on test functions and results showed
that it outperformed a simple MOGA on the multiobjective deceptive functions with
loosely linked building blocks, but it could not solve multiobjective hierarchical prob-

lems.

mhBOA: In chapter 6, the thesis developed a multiobjective hierarchical problem solver by
incorporating the selection scheme of NSGA-II (Deb, Agrawal, Pratap, & Meyarivan,
2000) into hBOA (Pelikan & Goldberg, 2000). The resulting algorithm was called
mhBOA and proved to be useful in solving both multiobjective hierarchical problems
and multiobjective deceptive problems with loosely linked building blocks. The study
showed that mhBOA is able to consistently maintain diverse Pareto optimal solutions
over the run, whereas mBOA showed gradual loss of diversity in the Pareto optimal

solutions.

While this thesis presented a proof-of-principle study of competent MOGAs, there are

many avenues of future research and some of them have been described in chapter 7.

8.2 Conclusions

The primary conclusion from this thesis is that GAs can be designed and used to obtain
efficient solutions to hard multiobjective problems.

This thesis tested the developed algorithms on a limited number of test cases, but the
adversarial design of the test functions implies that the result is of more general appli-

cability. The test functions challenged the working assumptions of GAs; and competent
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MOGASs developed in this thesis overcame the challenge. Therefore, we expect the devel-
oped algorithms to work in real-world problems without any problems specific modifications.
Specifically, mBOA and mhBOA should be tried on real-world multiobjective problems and
compared to simple GA derivatives.

This thesis suggests that mBOA and mhBOA will be less sensitive to function type,
problem coding, dimensionality, and problem complexity of the function. These tests remain
to be done, but the results of this thesis are promising in this regard.

For researchers, the thesis recommends to carry binary-coded MOGASs to real-coded, per-
mutations, trees, networks, and program codes using BOA and hBOA as models. Theoretical
studies of population sizing, run duration, and algorithm settings of competent MOGAs like
mBOA and mhBOA need to be done to match the level of analogous models in single objec-
tive studies. Also, other styles of competent GAs should be mapped to multiobjective GAs.
Research efforts have been made in developing multiobjective version of competent GAs and
should be continued for other single objective competent GAs (Van Veldhuizen & Lamont,
2000a; Zydallis, Van Veldhuizen, & Lamont, 2001).

Transition from first generation GAs to competent GAs for multiobjective problems is
exciting because it promises a day where GAs can be used without constant manipulations
of coding, operators, and algorithm parameters. It is hoped that this thesis has played a

role in realizing this important dream.
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Appendix A

Population sizing for NSGA-II

In GA theory and practice, it is well understood that an adequate population size is essential
for obtaining quality solutions. However, too large a population size delays GA convergence
and leads to a higher computational time requirement (Goldberg, Deb, & Clark, 1992; Harik,
Canti-Paz, Goldberg, & Miller, 1997; Goldberg, Sastry, & Latoza, 2001). Hence, it is
important for a practitioner to know the value of population size required for specified
quality of solution. Therefore, a number of research efforts have been devoted to study
population size requirement of a GA. However, considerably less effort has been made to
study the population sizing for multiobjective GAs even though multiobjective GAs are
becoming widely used for solving real-world problems. This chapter takes a preliminary
step in analyzing the population size requirement of NSGA-II (Deb, Agrawal, Pratap, &

Meyarivan, 2000), a multiobjective problem solver.

The chapter first discusses the two most commonly used population-sizing models:
population sizing based on the initial supply of building blocks (BBs) and population sizing
based on good decision making between competing BBs. Next, population-sizing model
for multimodal GAs using fitness sharing is described briefly. Lastly, population sizing for

NSGA-II is discussed.
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A.1 Theory of Supply and Theory of Decision Making

An adequate initial supply of good BBs in the initial population is important to enhance
the chances of getting to the global optimum. Holland (1975) used Poisson distribution to
estimate the number of BBs that receive at least a specified number of trials in a randomly
generated population, and Goldberg (1989) used binomial distribution to get a more accurate
estimate of the same quantity. Recently, Goldberg, Sastry, and Latoza (2001) estimated the

population size that ensures the presence of all building blocks of a partition as

n = x*(klogx —loga),

where, « is the supply error, k is the order of BB, and x is the alphabet cardinality. Let
m be the number of BBs, then a can be approximated as % If the problem is large
but easy (m > x*), n = O(x*¥logm). If the problem is complex but short (m < x*),
n ~ O(kx*logx). This model predicts the population size required for adequate supply

with reasonable accuracy.

Besides ensuring enough initial supply of BBs, it is also important to ensure that good
statistical decisions are made between competing BBs in the presence of noise from the
fitness contributions of the remaining BBs (Holland, 1973; De Jong, 1975). The statistical
model of Goldberg, Deb, and Clark (1992) provides a conservative estimate of population

size required to make correct decision between BBs as

n = 2c(e) B2 (1 + pf)m'x",

where, c¢(«) is the square of the ordinate of a unit-normal distribution where probability
equals a, « is the probability of failure, p% is the total additional relative noise coefficient,
m' =m — 1, and 32 is the squared root-mean-squared (RMS) subfunction inverse signal-to-

noise ratio. This model assumes that the correct decision between competing BBs must be
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made in the first generation; hence, it proved to be very conservative. Harik, Canti-Paz,
Goldberg, and Miller (1997) accounted for the cumulative effects using the gambler’s ruin

model, and calculated population size as follows:

o k— oppVvTm'
n = —2=1In(q)2B8Ym™

The above model incorporates the initial supply model by assuming that the gambler’s
initial asset is equal to the number of BBs present in a randomly generated population. The
decision-making model is incorporated by taking into account the probability of making the
right decision. This is less conservative than the prior model as can be seen by comparing
the two population-sizing equations and has been shown to match the experimental results

more closely in simple GAs.

A.2 Population sizing for Fitness Sharing

Mahfoud (1995) estimated the population size needed for a single objective GA using fitness
sharing to solve multimodal functions. He identified equivalence classes in the GA popu-
lation as the global and local optima of the multimodal function. Assuming the presence
of all equivalence classes in the initial generation, he modeled the minimum population size

required to maintain all the classes over the run as

1
21n =24

< c <n
™= W) (- D2 tpe (- 5)—2pe(lpa) 1(-1)] = 0

where, ¢ is the number of generations, p. is the probability of crossover, p, is the probability
of disruption, and c is the number of classes. Also, n and n’ are bounds on the population

size.
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Figure A.1: Figure showing the multiobjective test function with the number of classes = 4
for £ =100.

A.3 Population sizing for NSGA-II

Reed (2002) proposed the use of population-sizing model given by Mahfoud (1995) for fitness
sharing to multiobjective GAs by treating each point of the Pareto optimal front as one of
the optima of the multimodal function. This section tests Reed’s proposal, and applies
initial supply and decision making population-sizing models to study the population size

requirement of NSGA-II.

A.3.1 Experimental Design

Multiobjective test functions that resemble multimodal functions are designed to test Reed’s
proposal. The test functions are listed in table A.1 and table A.2.

Figure A.1 shows the multiobjective test function with the number of classes equal to 4.
Both the functions (F1 and F2) of the multiobjective problem are functions of unitation. In

case of multimodal functions, a class is defined by the local attractor to which a solution
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Table A.1: Test functions used to analyze population size requirement of NSGA-II. Here,

¢ =100.

Problem 1 No. of classes = 2
Fl(u)=|u
F2(u) =] 10u 0<u<50
(60 — )50 50 < u <60
(u—60)(490/40) | 60 < u < 100
Problem 2 No. of classes = 3
Fl(u)=|u
F2(u) = 10u 0<u<33
(40 — u)(330/7) 33 <u<40
(u—40)(320/26) | 40 < u < 66
(73 — u)(320/7) 66 <u<73
(u—"73)(310/27) | 73 < u < 100
Problem 3 No. of classes = 4
Fl(u)= |u
F2(u) =] 10u 0<u<25
(30 — u)(250/5) 25 <u <30
(u—30)(240/20) | 30 <u <50
(55 — u)(240/5) 50 < u <55
(u—55)(230/20) | 55 <u<T7h
(80 — u)(230/5) 75 <u <80
(u — 80)(220/20) | 80 < u < 100
Problem 4 No. of classes = 5
Fl(u)= | u
F2(u) =] 10u 0<u<20
(25 — u)(200/5) 20 <u <25
(u—25)(190/15) | 25 <wu <40
(45 — u)(190/5) 40 < u < 45
(u—45)(180/15) | 45 < u <60
(65 — u)(180/5) 60 < u <65
(u—65)(170/15) | 65 <u < 80
(85 — u)(170/5) 80 <u <8
(u—85)(160/15) | 85 < u < 100
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Table A.2: Test functions used to analyze population size requirement of NSGA-II. Here,

¢ =100.

Problem 5 No. of classes = 6

Fl(u)= | u

F2(u) =] 10u 0<u<16
(20 — u)(160/4) 16 < u <20
(u—20)(150/12) | 20 < wu < 32
(36 — u)(150/4) 32<u<36
(u—36)(140/12) | 36 < u < 48
(52 — u)(140/4) 48 < u < 52
(u—52)(130/14) | 52 <u <66
(70 — u)(130/4) 66 <u <70
(u—"70)(120/12) | 70 < u < 82
(86 — u)(120/4) | 82 <u < 86
(u— 86)(110/14) | 86 < u < 100

Problem 6 No. of classes = 7

Fl(u)= | u

F2(u) = | 10u 0<u<1b
(20 — u)(150/5) 15 <u <20
(u—20)(140/10) | 20 <u <30
(35 — u)(140/5) 30<u<35
(u — 35)(130/9) 35 <u<44
(49 — u)(130/5) | 44 <u < 49
(u —49)(120/9) 49 < u < 58
(63 — u)(120/5) 58 < u <63
(u—63)(110/10) | 63 <u <73
(78 — u)(110/5) 73<u<T78
(u—"78)(100/10) | 78 <wu < 88
(93 — u)(100/5) 88 < u <93
(u—93)(90/7) 93 < u <100
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will converge under a hill climber. Each point on the Pareto optimal front is treated like
one of the optima of the multimodal function; hence, in the case of multiobjective functions,
we define a class by points on the Pareto optimal front. In the case of the function shown
in figure A.1, there are 4 classes and any point in the solution space will belong to exactly
one of these classes. For this case (figure A.1), each solution belongs to one of the 4 classes

according to the following rule,

classl 0<wu <25

class2 25 < wu < 50
Solution € {

class3 50 <u < 75

classd 75 < wu < 100

The NSGA-II was run 100 times on each test function for different population sizes with
a crossover probability of 0.9 (single point crossover, see chapter 2 for a brief explanation
of single point crossover) and mutation probability of 0.01 (bit-wise mutation, see chapter 2
for a brief explanation of bit-wise mutation). The probability of success—the probability of
maintaining all the classes until the last generation—was calculated for each population size

as

__ NumO fSuccess
7= T TotalRuns

where, v is the probability of success, NumQO fSuccess is the number of runs in which all
the classes were maintained until the last generation, and Total Runs is the total number of

runs performed (in this case, it is 100).

The population-sizing model proposed by Mahfoud (1995) can be applied to the test
functions for the two extreme cases: with no disruption (pg; = 0) and with full disruption
(pq = 1), and this will give two bounds on the population size. The lower (p; = 0) and upper
(pg = 1) bounds of population size obtained from the fitness sharing model are plotted on

the same graph with the empirically obtained population sizes for different probabilities of
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success. All classes are treated as equally desirable to simplify the equation. However, the
selection mechanism of NSGA-II favors the end points (the end points are assigned a higher
crowding distance value than other members of the same rank, see chapter 2); hence, classes

are in fact not equal (the end points belong to the better fit classes).

The multiobjective test problems have onemax as one of the two objective functions.
Goldberg, Deb, and Clark (1992) estimate the population size ensuring good decision mak-
ing between competing BBs for onemax function as, n = ¢(¢ — 1). Harik, Canti-Paz,
Goldberg, and Miller (1997) estimate the population size for the onemax function as, n =
—In(@)4/0.257(¢ — 1). Also, Goldberg, Sastry, and Latoza (2001) give population size re-
quirement for an adequate initial supply of BBs for the onemax function as n = 2(log2 —
log(a)). Empirically obtained population sizes for different probabilities of success are plot-

ted on the same graph in figure A.2 with all the above population-sizing models.

A.3.2 Results

The figure A.2 shows that for higher probability of success the two bounds of population-
sizing model of Mahfoud (1995) (pq = 0 and p; = 1) bound the empirically obtained popula-
tion sizes. The actual pg lies between 0 and 1; hence, estimating true py value can provide us
with an estimate of population size requirement of NSGA-II for high success rate. Results of
figure A.2 indicate that lower bound of Mahfoud (1995)’s population-sizing model (pg; = 0)
is followed by empirical data more closely than the higher bound (pg = 1); hence, the actual
pq should not be very high. At low probability of success, the population-sizing requirement
is unclear and more experimentation needs to be done to analyze the population size re-
quirement of NSGA-IT at low success rate. Figure A.3 shows the increase in the population

size with the increase in number of classes for the same problem size (¢= 100).
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Figure A.2: Figure illustrating the empirically obtained probability of success for different
population sizes along with the population-sizing model for fitness sharing, supply model,
decision making and gambler’s ruin model. ’Supply’ represents the Goldberg, Sastry, and La-
toza (2001) population-sizing model for initial supply, 'Decision making’ represents the Gold-
berg, Deb, and Clark (1992) population-sizing model for good decision making, ’Gambler’s
ruin’ represents Harik, Canti-Paz, Goldberg, and Miller (1997) population-sizing model,
'Low Disruption’ represents Mahfoud (1995) population-sizing model with p; = 0, ’High
disruption’ represents Mahfoud (1995) model with p; = 1 and ’Experimental data’ repre-
sents the values obtained experimentally. The data used to plot the graph is from the test
functions shown in table A.1 and table A.2 for £ = 100, p. = 0.9, p,, = 0.01, g = 100, and

Total Runs = 100.
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Figure A.3: Figure illustrating the empirically obtained population size for different number
of classes to achieve various probabilities of success. < represents the probability of main-
taining all the classes until the last generation. The data used to plot the graph is from the
test functions shown in table A.1 and table A.2 for £ = 100, p. = 0.9, p,, = 0.01, g = 100,
and T'otal Runs = 100.
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A.4 Future Work

The study takes some preliminary steps in building a population-sizing model for NSGA-II.
There are many avenues for continued research in studying the population size requirement
of NSGA-IL

Firstly, the test functions used in the chapter have exponentially large number of solutions
belonging to the Pareto optimal front. Hence, to test the proposal, better test functions,
having a tractable number of solutions belonging to the Pareto optimal front, should be
designed and tested.

Also, this study used discrete domain multiobjective test functions that have finite num-
ber of points on the Pareto optimal front. A continuous domain multiobjective function will
have infinitely large number of points on the Pareto optimal front. An attempt to study
population size requirement of NSGA-II for continuous domain problems should also be

made.

A.5 Summary

This appendix verified Reed (2002) proposal of applying Mahfoud (1995)’s population-sizing
model for fitness sharing to NSGA-II. Multiobjective test functions that resembled multi-
modal functions have been designed to test the proposal. Also, population size requirement
of NSGA-IT was studied from the perspective of ensuring a sufficient initial supply of BBs
and a good decision making between competing BBs.

More research needs to be done to study the population sizing of MOGAs, but this
appendix showed that at high probability of success, the population-sizing model for fitness
sharing (Mahfoud, 1995) can be used to get lower and upper bounds of population size
required for MOGAs. However, for low probability of success, the population-sizing model for
fitness sharing is not applicable to MOGAs. By estimating the parameter p; (the probability

of disruption), we can get an estimate of population size required for a MOGA.
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