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Multiobjective Optimal Placement of Convectively
Cooled Electronic Components on
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Abstract—This paper presents a solution methodology for transfer requirements on the design because of the combined
multiobjective optimization problems in the context of models for effects of:

the placement of components on printed wiring boards (PWB’s). idlv | . kading d . d dissi
The methodology combines the use of a flow and heat transfer 1) rapidly increasing packaging density and power dissipa-

solver, a genetic algorithm for the adaptive search of optimal or tion demands;
near-optimal solutions, and a multiobjective optimization strategy 2) potentially high costs associated with the failure of
[Pareto optimization or multiattribute utility analysis (MUA)]. electronic components, as pointed out by Wessl.

Using as the optimization criterion the minimization of an es-
timatge of the fa?lure rate of the system of components due to [2] and Wesselyet al. [3] among others.

thermal overheating (via an Arrhenius relation), the effectiveness The latter is critical because of electrical performance, speed,
of the present solution methodology is demonstrated by reference and transmission line requirements and its impact on the
to a case withknownoptimal solutions. The results obtained using manufacturing costs.

the same solution methodology for a multiobjective optimization Most ontimizati tudi di t ol t
problem (a variation of the case study) involving the minimization oSt oplimization studies regarding component placemen

of the aforementioned total failure rate of the system as well as have considered a single design objective, such as reliability
the minimization of the total wiring length (given some inter- (see, for example, [4]-[6]), or routing (see, for example, [7],
connectivity requirements) are presented and discussed for both [g] and many others reported in [9]). With the exception of
Pareto optimization and MUA. ot :
the work by Ostermaet al.[10], the few optimization studies
~ Index Terms—Electronics cooling, genetic algorithms, mul- that have addressed multiple objectives have failed to provide
management. somewhat arbitrary choices regarding the relative importance
of the design objectives under consideration [12]-[14]. The
I. INTRODUCTION solution methodology proposed by Ostermeinal. [10] in-

HE optimal placement of components on printed wirin ludes a thermal resistive network approach f.or.pre'dicting the
boards requires satisfying multiple, possibly conflicting€MPeratures in the hfaated elements, an optimization strategy
design objectives. As pointed out by Moresco [1], these dg@sed on the force-directed placement methodology and the
sign objectives may be very different in nature—geometrica€ighting method for combining the various optimization
electrical, thermal, mechanical, and cost (manufacturing aRBJ€ctives.
maintenance)—which makes finding the “best” design a com- This study overcomes some of the limitations of previous
plicated task. studies in this area and discusses a methodology to select
Two major design objectives are related to the reliabilitfe “best” component placement design when multiple design
(thermal/mechanical/cost) and the routing (electrical/cost) r@bjectives are present. The methodology is based on the
quirements of the component placement design. Specifica@ncepts of Pareto optimality [15] and multiattribute utility
the minimization of estimates of tHailure rate of the system analysis (MUA) [16]. The Pareto optimization provides a set
and total wiring length are design objectives of prominentof alternative component placements from which the “best”
interest. The former optimization criterion imposes major hegesign must be selected, and the MUA assists in the process
of articulating the designer’s preferences and identifying the
“best” component placement (decision problem). As reported
Manuscript received June 1, 1996; revised December 1, 1997. This wasy Thurston [17], the MUA has been successfully applied
25 Suppored 1 part by e Fundoecran Marsal de Ayacucho, 1o a wide variety of decision problems, including trajectory
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Fig. 1. Schematic of the heat transfer configuration of interest.
interaction. In particular, Section Ill describes a flow and 0 : 0 : 0
heat transfer solver, a genetic algorithm and two different
multiobjective optimization strategies (Pareto optimization s 0 0 0 0 |

and MUA). A description of a case study designed to validate
and evaluate the present solution methodology is the subjegt 2. Example of an interconnectivity matrix for five components. A unit
of Section IV. The paper ends with the application of thentry indicates a pair of components that are “functionally related” while a
present solution methodology to a muItiobjective optimizatioﬁ"m entry indicates a pair of components that are “not functionally related.”
problem (a variation of the case study) using both Pareto

optimization and MUA. of the reliability of a device is called itfilure rate and is
measured in failures per megahours (fr M As indicated
Il. PROBLEM DEFINITION by, for example, Morescet al.[1], and Wesselet al. [3], the

The problem of interest here corresponds to the optin{?al”ure rate of an electronic component is a strong function of
[[S temperature.

lacement of convectively cooled electronic components on . . . . .
P Y P Even though various functional relationships between fail-

printed wiring boards (PWB) subject tbermaland nonther- . :
LS, N ) . ure rate and temperature in electronic components have been
mal optimization criteria. Because of its cost effectiveness i
) L . L uggested (Wong [18]), according to Blanks [19], the Arrhe-
and mechanical simplicity, forced air cooling is the mosl. SN . i
! . . nius relation is the most widespread model among practitioners
frequently used technique for cooling electronic components.in . L . )
. in_the electronic packaging industry. In this study, the fail-
personal computers and work stations. These systems comprise ) e . i
. . . re rate of electronic componeni’“is estimated using the
a major portion of the market with moderate heat transfer raje . .
! : i frhenius relation as
requirements. The convectively cooled electronic components
on printed wiring boards are modeled here as equally spaced Ai = A; exp(=B; /T;"™). @
heated elements placed on the bottom wall of a ventilated twQ- . .
dimensional (2-D) channel, as illustrated in Fig. 1. The printe ere A; and B; are constants associated with the thermal

e e H amax ;
wiring board is aligned parallel to the coolant flow whictpENSItVity of the electronic compon‘e”r‘?t, V\.Ih”& 'S the_:
is assumed laminar and 2-D. Each component is assumed'Imum temperature of component™Of interest here is

dissipate a constant heat flux and the heat fluxes may di P general (;ase_for wh|ch the ellectronlc components on the
among components. B may differ in heat dissipation rate and thermal sensi-

Regarding thermal optimization, forced air cooling is usuﬂVity' Since the failure @e of a component Fiepends strongly
ally limited by acoustic noise constraints placed on the fa temperature as specified by (1), the maximum temperature

driving the flow, and arrangements of electronic componen each i_omponer:_t IS (f:aIcuIa'E[(_ad _tt)y solving tnumerlgally the
that maximize reliability and minimize thermo-mechanicall)?onserva lon equations for continuity, momentum, and energy.

induced stresses are highly desirable. Examples of nonther e of the pbject|ve functions to be m|.n|r_n|zed in this study
S the total failure rate of a system consisting of a number of

mal optimization criteria include the need to minimize '[héI roni ‘ | % 4 ai by th
total wire length on the PWB, clustering functionally relate§ CCHONIC cOMPoNENts equal b, and given by the sum

components to conform to speed and transmission line requi%-the individual component failure rates as shown in
ments, and keeping analog components and digital components Neom
separate to reduce crosstalk. Aotal = D A )

In this study, the minimization of the failure rate of the elec- g
tronic components on the printed wiring boards due to thermalThe wiring requirements among different components is
overheating, and the minimization of the total wiring lengthepresented by an interconnectivity matri®.(An entry I;;
satisfying the requirements specified by an interconnectivity the interconnectivity matrix (see Fig. 2) is given the value
matrix, are selected abermal and nonthermaloptimization 1 if component #” is functionally related to component™
criteria, respectively. or the value 0 otherwise.

The reliability prediction is the statistical estimate of the If we denote the wiring length between componentsahd

value of time over which a device will function. The inversé ;” by the variableL;;, the additional objective function to be
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satisfied is the minimization of
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In summary, the problem of interest may be stated as
follows: given V.,,, heated elements to be distributed among
N.om equally-spaced locations on the bottom wall of a 2-D
ventilated channel, what are some of the arrangements that
minimize both a measure of the failure rate of the system and tonpda
the total wiring length required to meet the wiring require-

: . . . g . Genetc Flow and Heat
ments associated with a given interconnectivity matrix?

sequence da
—

Alorim TrnsferSoler

I1l. SOLUTION METHODOLOGY

The solution methodology, illustrated in Fig. 3, has three P (gl

elements: a flow and heat transfer solver, a genetic algorithm,
and a multiobjective optimization strategy. The flow and heat [emp.dat
transfer solver is responsible for the accurate prediction of
the maximum temperature of each heated element used for
calculating the individual failure rates. The multiobjective op- —
timization strategy provides the means to convert the origingl. 3. iiustration of the solution methodology.

multiobjective optimization problem into a form amenable to

be solved by the genetic algorithm. The genetic algorithm is . , . .

responsible for the adaptive search of optimal or near-optinfdPdeling accuracy. While modeling the electronic components
solutions. Note that even for the simplified model formulate@ @ Printed wiring board as heat generating blocks on a
in this study the thermal optimal placement of electronigonductive substrate would have been more accurate, it would

components with different heat generation rates and thernigive made the numerical simulations unnecessarily longer for

sensitivities would require an exhaustive investigation of ti8€ Purpose of this work. , _
entire solution space which, in this case, is combinatorial. Steady state results for the velocity and temperature fields

For example, if eight different components are considereef? Pe obtained by either solving the unsteady form of the
the number of possible arrangements is 40320 (8!) and, G1servation equations and marching in time or by solving the
indicated by De Jong [20], nonadaptive search procedures dy state f(_)rm of the conservanon equations in an iterative
be computationally prohibitive. Specifically, for the case dfamework using under-relaxation. Jaegal. [21] show that
interest, the time needed to compute the maximum heaf8§ atter approach may be more efficient in terms of CPU time
element temperatures for any given arrangement (see ngguired Fo ac_hlgve stt_aad_y state results and it is the approach
section) on a workstation (IBM RISC 6000/530) was appro@dopted in this investigation. , ,
imately 30 min, and as result, it would take about 2.3 years toASSUming steady, 2-D laminar fluid flow with constant
exhaustively investigate the solution space. phyS|c_aI p.ropert.lgs, and neglectlpg naturgl gonyectlon (this as-
sumption is justified later) and viscous dissipation effects, the
A. Flow and Heat Transfer Solver nondimensipnal con_servation equ_ations for mass, mome_ntum
' and energy in the fluid phase are given by (4)—(7), respectively:
For the purpose of estimating the failure rate of a given

arrangement of electronic components on a printed wiring ou | 9V -0 (4)

board using the model adopted in this investigation, it is 0X 9y

necessary to estimate the maximum temperature on the surface 9UU  oVU 9P L{W_U I 32_U} 5)

of each heated element. This temperature is a function of the 0X gy 90X  Rel|0X?2 0Y2

air velocity field, the thermal boundary conditions exhibited auv  ovvVv 9P 1 (92v 82V

by the heated elements, the specific geometry (size and height “5— + Y a9y E{W m} (6)

of the heated elements), distance between heated elements, 9 9

substrate conduction characteristics, and the distance from the oue + ove = ! { o6 + o6 } (7)
| 0X Y  Re Pr|oX2 9avy2[’

inflow boundary to the first heated element. If the substrate is
assumed to be _a_dlabatlc, and_ the heat fluxes on the element Stfe dimensionless quantities appearing in these equations
faces are specified, the maximum surface temperature of eggh
heated element can be obtained by solving the conservation

equations of mass, momentum and energy in the fluid subject X = f, Y = Q, U= ﬁ, v=2
to appropriate boundary conditions. Note that the selected h h Yo Yo
boundary conditions for the heated elements and the substrate p_ P 4_ TH_ T07 Re — “0h7 pr="

are a compromise solution between computational effort and pu?’ g h/k 4 o
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TABLE | Prandtl number of air at the reference temperature was taken
NON-DIMENSIONAL AND GEOMETRIC PARAMETER VALUES USED INTHISWORK 35 Pr = 0.7.
Parameter [ Re [ Pr [A/h [ ho/b [s/h Tw/h [ 1, /h The program flow and heat transfer solver (FHTS) was
Value [7500]07] 01 J02 [o5]05 ] 30 used to perform the numerical calculations of flow and heat

transfer. The program finds its origins in the ROTFLO2
program developed by Hayas# al. [25] and allows the
direct numerical simulation of unsteady, three-dimensional,

. In t.h.ese expressions, the symbolsand zx_denote thermal nonisothermal, constant property laminar flow in Cartesian or
diffusivity and kinematic viscosity, respectively. The symbo& lindrical coordinates. The numerical procedure solves for

1 H
g. represents the total heat flux provided by any one of ”ﬁge primitive variables (velocity and pressure) and is based on
heated elements taken as a reference value.

For the ch | 1 idered in this i L the finite difference equations derived using the staggered grid
or the channel flow considered in this investigation (Sec%ntrol-volume formulation presented by Patankar [26], but

Fig. 1) uniform \{elocity and temperatgre distributions ar, ith the convective coefficients discretized using the QUICK
imposed at the inlet. Except for the |nflow bopndary, a cfreme as suggested by Hayaseal. [27]. FHTS includes
exposed channel surfaces are taken as adiabatic. In gen 2" codification of a variety of velocity-pressure coupling

selecting accurate boundary conditions at open boundaries @%rithms such as the SIMPLE procedure of Patankar and

been 'shown to be difficult [22]'. In this study, the StreamWisgpalding [28], the SIMPLER procedure of Patankar [26], and
velocity and temperature gradients are assumed to be zerguat giMPLEC procedure of VanDoormaat al. [29]. The

the outlet. Bloshet al. [23] have shown that the specificatiorgogram FHTS has been described and successfully tested in

of velocity gradients equal to zero is a good boundary co Jueipo [14] using a variety of standard flow and heat transfer

dition for the open boundary of channel flow configurationsb nchmark test cases. These include the cavity driven flow of
provided the velocity at the outlet is corrected so that globgal i ot 51 [30], and the backward facing step flow and heat
conservation of mass is enforced. The temperature gradiglt <fer of Gartling [31] and Runchal [32], among others.
eqqal to zero (_th_ermally fully developed flow) is imposed at The velocity field for each configuration is calculated using
a distance sufficiently removed from the last heated elemepf, g\1p|E algorithm with an under-relaxation factor for the
so that the computed maximum temperature of each heaegl, ities, — 0.7. The under-relaxation factor for pressure

element is unaffected. _ was taken as k. According to Peric [34] (see Dainese
The boundary conditions are as follows: [33]) this relation between the velocity and pressure under-

Inlet plane U=10,V=060=0; relaxation factors is optimal. Convergence was achieved when
Outlet plane oU/9X = 0, dV/OX = 0, avariable ¢) representing the maximum mags;momentum
d0/0X =0, andfol.'oo UdY = andV momentum residual fell below a given predefined value.
1 These residuals are computed as the sum of the absolute values
Top and bottom walls U =V = 0; of the corresponding mass or momentum imbalances over each
Top and bottom walls ~ 96/0Y = 0; of the control volumes in the domain. A convergence criteria
Heated elements U=V =0,80/0n],=q /q,. of e< 10~ was used for computing the velocity field.

The initial condition imposed on the flow field calculations The temperature field is obtained using an under-relaxation
corresponded to developed flow in a channel at every stregparameter equal to 0.9. Convergence in the numerical cal-
wise location except within the solid heated elements whegslation of temperature was achieved when a variable
velocities were set to zero. The initial temperature field in tHepresenting the energy residual fell below a given predefined
fluid was set equal to the inlet temperature. value. This residual is computed as the sum of the absolute

The configuration geometry is specified by the number gfilue of the energy imbalance of each of the control volumes
heated elements, the channel heighy, the heated elementin the domain. A convergence criteria of< 10~° was used
width (w), heated elements heightiy( h), the inter-element to compute the temperature field.
spacing §), the distance from the inlet plane to the first
element(l,) and the distance from the last element to the ) _
exit plane(ly) (see Fig. 1). B. Genetic Algorithm

The nondimensional values adopted for these quantities ar&enetic algorithms are adaptive search procedures loosely
summarized in Table | and are close to the values reportediiysed on the Darwinian notion of evolution that have been
Kim [24] as typical of models of electronic components oemployed successfully in a variety of search, optimization
printed wiring boards. The value of the geometrical parametand machine learning applications. The genetic algorithm in
lq/h is selected such that the location of the exit plane do#ss study corresponds to the Combinatorial Simple Genetic
not significantly affect the maximum temperatures calculatedgorithm encoded in the program CSGA, documented in
on the surfaces of the heated elements. As in Queipal. Queipo [14]. The CSGA program has the structure of the
[12], the number of heated elements considered is eight. program GAucsd (v. 1.4) developed by Schraudogihal.

In this study, the cooling fluid is air and all physical[35], but uses a different representation (integer representa-
properties are evaluated for air at 300 K. The channel heighin) and different recombination operators (partially matched
was assumed to be 0.02 m and the inlet veloaify= 0.59 crossover). In addition, the random number generator in the
m/s, corresponding to a Reynolds numberiaf = 750. The program CSGA is the routine RAN2 available Mumerical
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Recipesby Presset al. [36]. For a general introduction to dominated solutions if there is no other solution that could
genetic algorithms, see [37] or [38]. An introduction to genetienprove the value of one of the objective functions without
algorithms in the context of thermosciences applications deteriorating at least one of the others objective functions.
given by Queipoet al. [13]. Examples of Pareto solutions are the solutions obtained by
The interaction between the flow and heat transfer solveptimizing the objective functions individually.
and the genetic algorithm is illustrated in Fig. 3. There are In the case of Pareto optimization, no information is as-
two key elements to consider in describing the connectimumed regarding the designer except for his “preference in-
between CSGA and FHTS: dependence.” Preference independence describes the situation
1) the control structure of their coupled execution; where lowering the values of the objective function is always
2) the information exchange between the two programs_better (assuming the problem is one of minimization). The
During the coupled execution of the CSGA and the FHT@ethod_s in_ this category attempt_to provide a representative
programs, CSGA is the master process and FHTS is the si@RProximation of the Pareto optimal set and some of the
process. Each time the program CSGA requires the evaluatfgfieria to evaluate such methods include:
of a new candidate solution, a slave process is created and thé) how good is the approximation provided by the method
execution of CSGA is suspended. Within the slave process, the ©0f the Pareto optimal set and if it is able to generate a
program FHTS is invoked and after its successful completion, nonconvex Pareto set; that is, a Pareto set represented
CSGA resumes its execution. All this is done within a UNIX by a nonconvex curve;
operating system environment. 2) how fast the computational effort of its use grows with
The CSGA and the FHTS programs exchange information ~ respect to the number of variables;
through data files. The program CSGA makes available to3) how easy it is to implement.
FHTS two files: Some of the methods that belong to this category are:
1) a file calledcomp.datdescribing the geometrical andthe weighting method, the noninferior set method and the
thermal characteristics of the heated elements in thestriction method (Balachandrazt al. [15]).
candidate solution: The Pareto optimization in this work is conducted using
2) a file calledsequence.datescribing the order in which the weighting method. The weighting method converts the
the heated elements specifiedciomponents.dadre po- multiobjective problem to a scalar optimization problem, in
sitioned along the bottom wall of the ventilated channeivhich the objective function becomes a weighted sum of the
The program FHTS generates the fiamp.datafter its suc- Individual objective functions. That is
cessful execution. The filkemp.datcontains the maximum n
temperature on the surface of each of the heated elements in min Zwifi(f) with 1<i<n
the candidate solution. i=1

o o wherein, thew;’s represent the weights and tlfigs represent
C. Multiobjective Optimization the individual objective functions. The above problem is a

In contrast to the optimization of a single function whersingle-objective optimization problem and it is solved using a
the term optimum value has a unique meaning and geomefinetic algorithm. This is a very simple approach that fits
interpretation, in the case of multiobjective optimization thehie purpose of this investigation. However, the weighting
is not a general definition of the optimal values. Here, thmethod is not without its drawbacks: it does not uncover
term optimization means to find a solution that providesolutions in nonconvex regions of the Pareto optimal set;
acceptable values for the objective functions and that satisfaad it finds the Pareto optimal set by solving multiple scalar
the preference structure of the person posing the problem; tbatimization problems (different set of weights) which may
is, the designer. be computationally expensive.

Hence, the problem in multiobjective optimization consists Studies of Pareto optimization using genetic algorithms to
in finding a vector of design variables that satisfies a set obtain the set of nondominated solutions at once have been
constraints and that optimizes a second vector whose elemeitesmpted. The first effort in the use of genetic algorithms in
represent the objective functions. There is no single best apultiobjective optimization problems (Pareto optimization) is
proach for solving these problems. Different philosophies amidie to Shaffer [39]. In his genetic algorithm the population
methodologies co-exist for addressing optimization probleriss divided into sub-populations with the fithess of the chro-
with multiple objectives. The approaches differ in their viewmosomes in different sub-populations being evaluated using
concerning whether or not it is possible (or practical) to captutiee different objective functions. Shaffer's approach has the
the preference structure of the designer. The spectrum prbblem that it does not provide a uniform approximation of
methods begins with Pareto optimization where there is tloe Pareto set with the solutions obtained concentrated around
information regarding the preference structure of the designtire extremes of the nondominated solutions set. A recent
and ends with the MUA (Keenewgt al. [16]) where it is genetic algorithm claiming to provide a good approximation
assumed possible to capture the aforementioned prefereatéhe Pareto optimal set using genetic algorithms is reported
structure. by Horn et al. [40].

1) Pareto Optimization:A vector of decision or design 2) Multiattribute Utility Analysis: Pareto optimization is a
variables belongs to the Pareto optimal set or set of namember of a family of methods based on the measurement of
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the values of each objective function and on the knowledge

of their relative priority. While this approach may be found CERTAIN LOTTERY
useful, as pointed out by Thurston [17], it is limited in two = o o o
i Design with certain attribute levels Design with uncertain attribute levels
respects:
1) the direct measurement of the objective functions or | 0.4190.03 frMh !
attributes of the design, does not necessarily reflect the = 100e-03 fr Mh- 0dm

VS,

subsequent value or worth to the designer; £=06m
2) methods that rely on the concept of relative impor-

tance or priority might not accurately quantify attribute

tradeoffs. 12.399¢-03 fr Mh ~

Attribute tradeoffs refer to the designer’s willingness to “pay” 08m
for improvement in one attribute at the expense of the other. In
contrast to Pareto optimization, MUA concentrates on findin
the overall value of the designs; hence, the design with t&%&
highest value to the designer can be identified.

The MUA method becomes practical when the so called

preferential and utility independence assumptions are metcert@inty equivalent” method. An example of the lottery

Preferencial independence makes reference to situations wiB{gStions used in the certainty equivalent method to determine
the designer always prefers less to more of an attribute {@Nts in the utility functionU;(f;) is given in Fig. 4.

more to less depending of the attribute) regardless of the leyell N€ designer is asked to imagine two alternative designs: the
of the other attributes. Utility independence means that thge"ain” alternative is known with certainty to be some value
general shape of the utility functions associated with ea(fhWh'le the “lottery” alternative represents a design alternative

attribute (to be discussed later) is not altered by levels of tif Which there is uncertainty as to the oattribute level. The
other attributes. Under this conditions, the overall worth of QU€ry in Fig. 4, shows a probabiliy of 30% that the failure

1

4.  An example of the lottery questions used in the certainty equivalent
hod to assess the single attribute utility functid f;) for failure rate.

design U(f) can be calculated using (8) (see Keereyal. rate (f1) vy_ill be at the estimated best' possible |€(/ﬁib) and
[16]) a probability of(1 — p) of 70% that failure rate will be at the
estimated worst possible vald¢i.,). When the indifference
U(f} _ 1 (o0, [Kk:Us(f;) + 1]} — 1) (8) point is reached, that is, when the designer is eqL_JaIIy Iikel_y to
K take the “lottery” or stay with the “certain” alternative, a point
wherein in the single attribute utility functionl/;(f;) = p, is obained.
U(f) overall worth of the set of attributef: The following equations shows the derivation of this result:
fi level of attribute f;; Ul(f)=p -Ulf) + 1 =p) - U(fiw) (11)
f set of attributes level§fy, fo, - -+ fu); U =p- (1 1) (0 12
ki assessed single attribute scaling constant; i) =p- (D) +{1-p)-(0) (12)
U;(f;) assessed single attribute utility function; Ui(fi) =p- (13)
K scaling constant; The value ofp at which the designer will be indifferent is
n number of attributes. obtained by iterating through extreme valuespof
If the more restrictive additive independence condition The value ofk; is equal to the utility where the attribute
reported by Thurston [17] is satisfied, that is /i is at its best levelf;, and all of the other attributes are at
" their worst levels; at this poirtt ( f1v, -+ fib, =+ frw) = ki
Z ki = 1. (9) The “certain” alternative shown in Fig. 5 represents a design

alternative with attribute levels known with certainty, and
the lottery represents a design with uncertain attribute levels.
The lottery shows a probability of 60% that the design

. n has the estimated best attribute levefs £ 9.419e — 03 fr
U(f) = kU(£). (10) Mh~1; £, = 0.4 m) and a probability1— p) and a probability
i=1 of 40% that the design will exhibit the estimated worst attribute
-1
Equation (10) leaves the designer with two tasks: levels (f; = 12.399 — 03fr Mh™"; f, = 0.8 m).

The value ofk; is equal to the value of corresponding
the indifference point; see the following equations for the
erivation of this result:

1) the identification of the worth of the different levels
of each attribute in isolation expressed in the sing
attribute utility functionU;(f;);

2) a measure of the tradeoffs the designer is Willing tOU( f1,, -+ fiy « -+ faw) =p - U(f) + (1 = p) - U(f) (14)
make, in the form of the attribute’s scaling const&nt Ulfrw - fio - faw) =p - (1) + (1= p) - (0) (15)

The constant#; should not be confused with relative impor- ‘ .

tance of attributes or weighting factors. Ulfro = fiv wo fw) =i (16)
Points in the single attribute utility function8;(f;) and Details of the certainty equivalent method can be found in

the attribute’s scaling constait can be obtained using theKeeneyet al. [16].
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TABLE Il
’ THERMAL CHARACTERISTICS OF THEHEATED
CERTAIN LOTTERY ELEMENTS CONSIDERED IN THE VALIDATION RUN
Design with certain failure rate 1'l Design with uncertain failure rate Element | Height G B;
(em) | (Wom %) | (fr MATY)
1 9.419¢-03 fr Mh ! 02 400 200
f=10.0¢-03 fr Mh 2 0.2 400 800
1 V8. 3 0.2 400 2000
4 0.2 400 2000
5 0.2 400 200
6 0.2 400 800
| 7 0.2 400 2000
12.399¢-03 fr Mh ~ 8 0.2 400 800

‘
i
|

Fig. 5. An example of the lottery questions used in the certainty equival

e .. . . . .
method to assess the single attribute scaling consétdot failure rate &1). th a minimum grld Spacing of 0.05. This g”d allows the

prediction of the maximum temperature of the heated elements

TABLE || within 1% of those obtained using the most refined grid with

THERMAL CHARACTERISTICS OF THEHEATED 75% Iesg C_PU Fime. F_or_thg case study, the results o_f using the
ELEMENTS CONSIDERED IN THE PRESENT CASE STUDY two multiobjective optimization strategies under consideration,
Eloment | Height p B, that is, Pareto optimizatior_l and MUA, are presented.. .
(cm) | (Wm 2| (ir Mh™Y) Before presenting and discussing the results associated with

1 0.2 200 400 these two multiobjective optimization strategies, a thermal

2 0.2 300 100 placement problem witlkknown optimal solutions is first ad-

3 0.2 200 1600 dressed (Validation run).

4 0.2 300 1600

5 0.4 200 400

6 0-4 300 100 A. Validation Run

7 0.4 200 1600 ) . .

8 0.4 300 1600 Consider the placement of the heated elements listed in
Table 11l so that the total failure rate of the system (2) is
minimized. Observe that the heated elements generate the

IV. CASE StubYy

same heat flux and that the maximum temperature of the
For the purpose of illustrating and evaluating the present dteated elements is only a function of their position along the
lution methodology, a case study is introduced. With referenchannel. Under these conditions, it can be shown (Queiph
to Fig. 1, the case study represents the problem of optimajly4]) that the optimal arrangement requires placing the heated
placing a set of eight heated elements with heat flux aefements in descending order of thermal sensitivity. Hence,
thermal sensitivities as specified in Table Il using the solutiasptimal sequences are, for exampB$726815 74386251
methodology discussed in the previous section. The optim762815 etc. The total number of possible arrangements is
placement includes both the minimization of the failure rat#0 320 (8!), and there are 73!(x 3! x 2!) optimal solutions
of the system (2) and the minimization of the wiring lengtiepresenting 0.18% of the total solution space.
(3) using an interconnectivity matrix to be specified later.
Using an arrangement considered representative of the set of ) )
possible configurationslb 263743, a grid refinement study B- €ontrol Parameters for the Genetic Algorithm
was first conducted. The grid refinement study included threeThe population size was taken as seven (as in Quetpo
different nonuniform grids: 110< 48, 150 x 56, and 186 al. [12]) and the number of generations was specified as
x 68, andly/h = 4.5 and 6.0. The description of thenine. Numerical simulations of the genetic algorithm were
grids corresponds to number of nodes in the streamwise aimhducted for a range of crossover rates, mutation rates
transverse direction, respectively. In all cases, the differenaed scaling factors. The crossover rate and mutation rates
in the prediction of the maximum temperature on each of tlensidered were between 0.1 and 0.9 with increments of 0.1
heated elements were not significantly affected. The paramdigith the restriction of mutation rates lower than crossover

Gr/Re? was <1, where Gr = gp(T™*> — T,)w?/1? is rates). The scaling factors were taken between 1.0 and 3.0 with
the Grashof number. Therefore, the assumption of negligiblerements of 1.0. The present genetic algorithm exhibited a
natural convection effects is justified. robust behavior. At the end of nine generations, a significant

Throughout the rest of the study (except for the validatiamumber of combinations of crossover rate, mutation rate and
run, to be discussed later) the maximum temperatures on Hualing factor ¢, M, S) generated optimal solutions. For
heated elements along the channel were computed using ¢kample (0.9, 0.4, 1.0), (0.9, 0.2, 1.0), (0.8, 0.4, 1.0), (0.6, 0.3,
110 x 48 grid withl;/h = 4.5. The selected grid has, in thel.0), (0.4, 0.1, 1.5), (0.8, 0.4, 1.5), (0.4, 0.1, 2.0), and many
streamwise direction, expansion factors in the interval [1.0dthers. All the results reported in this section and throughout
1.43] and a minimum grid spacing of 0.08. In the transverske study correspond to a crossover rate of 0.9, a mutation rate
direction, the expansion factors are in the interval [1.11, 1.5&] 0.4 and a sigma scaling factor equal to 1.0.
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Fig. 6. Temperature isocontours corresponding to the validation run. The figure shows 15 equally spaced contours between 302 and 330 K.
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Fig. 7. Solutions uncovered by the genetic algorithm (Pareto optimization).

TABLE IV number of objective function evaluations. The best elements
TEN BEST ARRANGEMENTS UNCOVERED BY THE CSGA (VALIDATION RUN) correspond to the sequene&368215ninth generation—fifty
Arragement [ [ (fr MA~") [ Gen. [ Fn. Evals seven objective function evaluations) aB@468215(eighth
473682148 564303 9 57 generation—fifty four objective function evaluations) with
10325618 | 5.700::03 | 2 19 failure rate of 5.643 — 03 fr Mh~—!. These sequences have
§ ; z : ; é i 2 j;ggzg‘j i j; the heated elements positioned in decreasing order of thermal
TG 218 | 500603 - 17 sensitivity and are optimal solutions. Note that the expected
437256181 5700003 7 51 number of objective function evaluations to randomly find
73425618 | 5.700c-03 3 37 an optimal solution is given by the number of possible
47365812 | 5.700e-03 8 56 arrangements (8!) divided by the number of optimal solutions
FT468815] 5.649¢03 | & ] (3! x 3!'x 2!) and equal to 560. The genetic algorithm found an
47365218 | 5700e-03 ! S optimal solution using an order of magnitude fewer objective

function evaluations.

Fig. 6 shows temperature isocontours corresponding to the V. RESULTS AND DISCussION

Validation run. As expected, the maximum temperatures of theThis section addresses the more complex situation where
heated elements increase with positions farther downstreanatifthe heated elements are different in their heat generation
the inflow boundary and the maximum temperature gradient#es or their thermal sensitivities and the optimization criteria
are located near the walls of the heated elements. include boththermal and nonthermal optimization criteria.
Table IV shows the ten best arrangements uncovered Ay previously discussed, in the case of multiobjective op-
the genetic algorithm. Each entry in the table shows a givéimization there is not a general definition of the optimal
arrangement of components, its failure rate, the number wlues and no single best approach for solving these problems.
the generation in which it appeared and the correspondiAg a result, different philosophies and methodologies, such
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7 5 6 8
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i
4 3 2 | 1
330K 325K 339 K 340 K 345K 354K 341K 350K
7 6} 5 8
| |
4 2 3 1 |
I | i
] 1
331K 335K 330K 339K 337K 355K 349 K 350K
5 6 7 8
! 2 3 4 | l
321K 334 K 327K 341K 345K 350K 349 K 350K

Fig. 8. Best arrangements obtained by the CSGA using Pareto optimization for the cassas af,(: (1.0, 0.0), (0.5, 0.5), and (0.0, 1.0). Top: (1.0, 0.0);
43275618,f; = 9.419e— 03 fr Mh—! and fo = 0.64 m. Middle: (0.5, 0.5); 42371658, = 9.419e— 03 fr Mh—! and f> = 0.52 m. Bottom: (0.0, 1.0);
12345678,f1 = 10.770e — 03 fr Mh—! and fo = 0.4 m. Maximum temperatures of the heated elements are also shown.
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Fig. 9. Single attribute utility function fofailure rate Fig. 10. Single attribute utility function fowiring length

as Pareto optimization and MUA, co-exist for addressingdentified with numbers betwednand8 must be wired among
optimization problems with multiple objectives. themselves, respectively. The total interconnectivity length and

The thermal and nonthermal optimization criteria corre- total failure rate of the arrangements of heated elements are
spond to the minimization of the failure rate of the systemlenoted by the function (2) andg (3), respectively.
computed using the Arrhenius relation and of the total wiring Table Il presents a description of the thermal characteristics
length according to an interconnectivity matrix. The presenf the heated elements under consideration. The control pa-
interconnectivity requirement is that the heated elements idegameters of the genetic algorithm adopted were exactly those
tified with numbers betweerd and 4 inclusive and those selected in the Validation run.
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Fig. 11. Temperature isocontours associated with the best arranget@@m1(568 uncovered by the CSGA. The figure shows 15 equally spaced contours
between 302 and 352 K. (MUA).
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Fig. 12. Maximum temperatures of the heated elements associated with the best arrangement uncovered by thg GS®AI25 — 03 fr Mh—!
and f» = 0.52 m. (MUA).

A. Pareto Optimization TABLE V
. . TEN BEST ARRANGEMENTS UNCOVERED BY THE
Solutions expected to belong to the Pareto optimal set are CSGA (MULTIATTRIBUTE UTILITY ANALYSIS)

calculated using the weighting method (Balachandearal.

. g 0 . ) Arragement, ‘ Utility Gen. [ In. Evals
[15_]) WhICh convert§ the_multlobjectlv_e problem to_ a smgl_e 12375618 78583001 | 1 T
object|ye problem, in wh_lch_ t_he funcfuon_ to be o_ptlmlzed |_s 49376518 | 717680011 4 35
the weighted sum of the individual objective functions. In this 32475618 | 7.2541e-01 | 6 18
case, the functiorf to be minimized has the form 23475618 | 7.0141c-01 | 0 7
49357618 ] 6.8448-01 | 5 39
F = wy % Aogal + wy * (Cog) (17) 42361758 | 81152c-01 | 8 63
42315678 ] 7.65260-01 | 6 47
. 34285617 169352001 | 1 I
where C, represents a scaling factor, calculated for each TG j 7) 1 é : 7)522’();701 T ‘a‘j
generation in order to render the average contribution of the 12371568 843860-01] 9 05

interconnectivity term in the sum comparable in magnitude

to the average contribution due to the total failure rate. The

coefficientsw, andw, are weighting factors representing th<.§8|ected for this cas? was the sequét@%?&lmth a failure
relative importance of the optimization criteria, withy, + rate of 10.770 f_r M anq an opt|mal wiring Iength_ of 0.'4 m.
w, = 1. In this work, three points in the Pareto optimal Se‘{he Pare’_to o_ptlmal solution assoc!ated with th_e situation v_wth
(including the extremes of the set and a situation where tﬁgual vyelghfungl factors was obtaln.ed after nine generations
optimization criteria are considered to be equally importanﬁgzesc;ﬁeonbég:ztg/?lguggt_'ﬁhnee;’g?:r:']zrr‘ji)osgg gggs:‘;ggdﬁgs
are sought,, w,): (1.0, 0.0), (0.5, 0.5), and (0.0, 1.0). failure rate of 9.600 fr Mh! and an interconnectivity
%ngth of 0.52 m. Note that the Pareto optimal solutions under
czgnsideration are in fact nondominated solutions (see Fig. 8),
with their failure rate and interconnectivity length varying by
to 14 and 60%, respectively.

The failure rate and interconnectivity length associated wi
the three Pareto optimal solutions are plotted in Fig. 7. T
solution corresponding to weighting factors (1.0, 0.0) has
failure rate of 9.419 fr Mh! and an interconnectivy length
of 0.64 m. This solution was found after five generation%p
(thirty one objective function evaluations) and corresponds to o N )
a situation where the minimization of the failure rate is the ol Multiattribute Utility Analysis
optimization criterion. A solution corresponding to the other This section discusses the solution of the case study using
extreme of the Pareto optimal set; that is, the situation whete single attribute utility functions for failure rate§ and
the minimization of the wiring length is the only optimizationwiring length (f3) shown in Figs. 9 and 10, respectively.
criterion @, = 0 andw, = 1.0) was selected by inspectionFigs. 9 and 10 corresponds to quadratic polynomials that
of the interconnectivity requirement. The optimal solutiointerpolate the pointsff, U(f1)]: (9.4e — 03 fr Mh™!, 1.0).
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(10.0e— 03 fr Mh™1, 0.7), (12.4e— 03 fr Mh~%, 0.0); and the
points [f2, U(f2)]: (0.4 m, 1.0), (0.6 m, 0.7), (0.8 m, 0.0),
respectively. g
The scaling factors reflecting acceptable tradeoffs between
attributes, are given ak, = 0.6 (failure rate) ands, = 0.4 [2
(wiring length). Both, the utility functions and the scaling fac- 3]
tors are assumed to have been obtained with the participation
of the designer and the certainty equivalent method discussed
in a previous section. The function to be maximized is giverny)
by (10) with the aforementioned utility functions and scaling
factors. 5]
The ten best arrangements obtained when using the Muk
approach are shown in Table V. The best arrangement co[ra—]
responds to the sequend@371568with a failure rate and
wiring length of9.725e—03 fr Mh—! and 0.52 m, respectively.
The best arrangement was found after nine generations and B5
function evaluations. 8]
The temperature isocontours as well the maximum temper-
ature on each of the heated elements corresponding to t
sequencd2371568are shown in Figs. 11 and 12, respectively.
Note that this approach provides the \"best\” solution with
a single coupled execution of the fluid and heat transfer soh&?
and the genetic algorithm provided the utility functiord$; )
and the scalar constants;) are available. In addition, this [11]
approach could be used to identify the “best” solution among
the Pareto optimal solutions found (those obtained in th&]
previous section) by computing the utility value of each of
the Pareto optimal solutions and selecting the solution with
highest utility value. [13]

VI.

A model for the problem of optimal placement of eIectroniJ:M]
components on printed wiring boards subjecthermal and
nonthermal optimization criteria has been formulated and®
solved using a methodology based on three components:

1) a fluid and heat transfer solver for the prediction of the®!

maximum temperature of the heated elements; [17]

2) a multiobjective optimization strategy for the scalariza-

tion of the vector of design objectives; (18
3) a genetic algorithm for the search of optimal or nedt9]
optimal solutions. [20]

The multiobjective optimization strategy embedded in the
solution methodology is flexible enough to account for tw&1l
extreme situations (no knowledge/knowledge) regarding the
knowledge of the preference structure of the designer by using
Pareto optimization and MUA. (22]

The solution methodology shows promise as an effective
and efficient tool for providing optimal or near-optimal so{23]
lutions for electronic component placement problems where
both thermal and nonthermal optimization criteria are gf4)
interest under rather general conditions regarding component
geometries, heat generation rates and thermal sensitivities.[25]

CONCLUSION
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