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SUMARIO

A producédo de produtos em pléstico por extrusdo ou injeccdo € precalida pela plasticizacéo
dos polimeros em unidades monofuso. Os mecanismos envolvidos neste procesd sao
complexos e dependem do material, da geometria e das condi¢cdes de operacdo utili zados.
Usualmente, a defini¢cdo das condi¢cdes de operacé® ou da geometria do parafuso € baseada
num proces de tentativa e ero. Um método mais eficiente seria a determinac® das
condicdes de operaggo ou da geometria do parafuso de forma a obter-se o desempenho
desgjado, ou sgja, resolver o problema inverso. Isto ndo é uma tarefa fécil, dado que a
formulagdo inversa da plasticizag& ndo pode ser obtida explicitamente. Além disso, a solugéo
pode ndo ser Unica dado que diferentes combinagdes da geometria do parafuso €/ou das
condicbes de operaggo podem produzir o mesmo desempenho. Uma estratégia alternativa é
desenvolver um algoritmo de optimizac@® onde, as equagdes disponiveis para resolver o
problema diredo sdo usadas iteradivamente aé que a solu¢do convirja para um éptimo.

Neste trabalho implementa-se ete esguema aitomdaico de optimizacdo. Para isso
seleacionaram-se 0s Algoritmos Genéticos como algoritmo de optimizacéo, devido a sua
cgpacidade para lidar com problemas combinatérios e & fado de ndo necesstarem do célculo
de derivadas nem de outro tipo de informacéo adicional. O desempenho de um esquema de
optimizac@ deste tipo depende, primariamente, da validade das predi¢cdes, e também, da
sensibilidade da rotina de modelacéo a variagdes nos dados de entrada. Desta forma, foi
implementada e validada uma rotina de modelacd® cgoaz de ter estes aspedos em
consideracd e, smultaneamente, produzir resultados em pouco tempo de computaca.

A ligac® do agoritmo de optimizagcd4 com a rotina de modelagéd é feita dravés de uma
funcéo objedivo que quantifica os critérios relevantes bem como a sua relativa importancia
para 0 proces®. Tendo em conta acomplexidade do espagy de procura e a existéncia de
conflitos entre os critérios foi desenvolvido um novo agoritmo de optimizag&® multiobjedivo
usando Algorithmos Genéticos — Reduced Pareto Set Genetic Algorithm (RPSGA). Este
método incorpora uma témica de reducéo do conjunto de Pareto. O algoritmo foi validado
usando problemas de teste (benchmark problems) conhecidos. Ao mesmo tempo, a
metodologia foi usada para aresolucéo de um problema real de extrusdo e o seu desempenho
foi comparado com o de outro algoritmo Nondaminated Sating Genetic Algorithm (NSGA).

Os resultados obtidos parecem indicar que este dgoritmo pode ser muito Gtil, especialmente



guando sd0 necessrias populagdes de grandes dimensdes. Verificou-se, também, que a
metodologia é cpazde produzir resultados com significado fisico.

A metodologia de optimizac&® aqui desenvolvida foi aplicada na optimiza¢® das condigdes
operatdrias e no desenho de parafusos para caos de estudo especificos. Com o dbjedivo de
validar a metodologia de optimizac® computacional comparam-se os resultados de uma
andlise fadorial completa, usando experiéncias de extrusdo, com o0s resultados obtidos quer
por uma rotina analitica (previamente implementada) quer pela rotina numéricaimplementada
neste trabalho. E possivel verificar que o modelo numérico produz melhores resultados. No
cas0 do desenho de parafusos, verificase que os resultados obtidos s0 sensiveis a
importancia relativa dos diferentes critérios e amudancas nas condi¢es operatérias e nas

propriedades dos polimeros.



SUMMARY

Upon manufacturing plastics parts by extrusion or injedion, polymers are plasticised in single
screw units The mechanisms involved in this processare complex and material, geometry and
operation dependent. Usualy, the setting of the extruder operating conditions or the
establishment of the adequate screw geometry is based on trial-and-error. A more dficient
method consists in determining the operating conditions or screw geometry that produce the
desired performance, i.e. to solve the inverse problem. This is not an easy task, since the
inverse formulation of plasticaing extrusion cannot be explicitly obtained. Also, the solution
is probably not unique, since different combinations of screw geometry and/or operating
conditions might produce the same performance An alternative strategy is to develop an
optimisation algorithm, where the equations available to solve the dired problem are used
iteratively, until the solution converges to an optimum.

In this work such an automatic optimisation scheme is implemented. Genetic Algorithms
(GAs) are dosen as the optimisation algorithm, given their capacity for dealing with
combinatorial-type problems and the fact that they do not require neither derivative
information nor other additional knowledge. The performance of such an optimisation scheme
depends, mainly, on the validity of the predictions and also, on the sensitivity of the
modelling padkage to changes in the input variables. Therefore, a numerical modelling
padkage ale to take these apeds into consideration and, simultaneously, produce results
with lower computation time, is also implemented and validated.

The linkage between the optimisation algorithm and the modelling package is made through
an objedive function that quantifies the relevant criteria and their relative importance to the
process Given the complexity of the seach space and the existence of some nflicting
criteria anew multiobjedive optimisation method using GAs — Reduced Pareto Set Genetic
Algorithm (RPSGA) — was developed. This method incorporates a tednique for reducing the
Pareto set. Well known benchmark problems were used to validate the algorithm. Also, a
“real world” extrusion problem is ®lved. Comparisons are made with Nondominated Sorting
Genetic Algorithm (NSGA). The results obtained seem to indicate that this approad can be
very useful, espedally where there is the need to use large populations. This optimisation
methodology is able to produceresults with physical meaning.



The methodology developed in this work is applied to the optimisation of the operating
conditions and screw design for specific case studies. A full fadorial analysis, using extrusion
experiments, was caried out in order to assess the mmputational results, obtained by both
analytical (implemented previously) and numerical modelling padkages. The results allow one
to conclude that the goproadhes where the numerical model is used yield better results. The
results obtained for screw design show that the optimisation algorithm is nsitive to the
importance of the different criteria, to changes in the operating conditions and to changes in
the polymer properties.
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NOMENCLATURE

Greek characters

a inclination angle of the screw channel
o constant (equetion 2.11, genetic algorithms)
Os thermal diffusivity of the solid plug
A(H) length of scheme H
oc thicknessof the melt film C (delay and melting zones)
OpE thicknessof the melt film D/E (delay zone |l and melting zone)
o flight cleaance
0] solids conveying angle
% shea strain
y weighted average total strain (WATYS)
y shea rate
y mean shear rate
n melt viscosity
N viscosity on the point of coordinatesi,j of the finite differences grid
A hed of fusion of the polymer
2] average helix angle
0 helix angle
6, helix angle & the barrel surface
6, helix angle & the root of screw
Pm melt density
Os solid bed density
Osare radius of a circumference that is the maximum distance between
chromosomes
T shea stress
Tyxc shea stressading on the interfaceA-C in the diredion x
TyxDE shea stressading on the interfaceA-DE in the diredion x
Ty shea dtressading in the diredion z
Roman characters
A slope of the taper
ALA constants of the presaure profile equation for solids conveying zone
A constant of the presaure profile egquation for delay zone |
a constant of the power law viscosity equation
aj regression constants (equation 2.6)
B, B, constants of the presaure profile equation for solids conveying zone
B, constant of the presaure profile egquation for delay zone |
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distance of the temperature controller to the interface
groove width

constant

specific hed of the melt

internal barrel diameter

internal screw diameter
external screw diameter
average screw diameter
isthe distanceinthey diredionsuchthat T, (y=d)=T,(y=d)

distance between pointers (equation 2.10)

distance between individualsi and |

flight width

total mechanical power consumption for melting zone

mechanica power required to build up pesare (melting zone)
mechanica power dissipated on the cleaance (melting zone)
mechanica power dissipated on the melt film C (melting zone)
mechanica power dissipated on the melt film DE (melting zone)
mechanica power dissipated on the melt pool (melting zone)

total mechanical power consumption for melt conveying zone
mechanica power dissipated on the cleaance (melt conveying zone)
mechanica power required to build up pesare (melt conveying zone)
mechanica power dissipated on the screw channel (melt conveying zone)
total mechanical power consumption for solids conveying zone
mechanica power consumption (delay zone )

mechanica power dissipated on the barrel surface(solids zone)
mechanica power dissipated on the barrel surface(delay zone )

mechanica power dissipated on the flights
mechanica power consumption for compresson
mechanica power dissipated on the screw root

performance measure

gradient of F

friction force between the barrel and the solid bed

forces due to the presaure gradient

friction forces due to the contact of solid bed with screw walls
friction force due to the cntact of solid bed with screw root
normal reacions

objedive function of individual |

mean value of the objedive function of all population

objedive function

polymer friction coefficients at barrel surfaces

polymer friction coefficient at screw surface

mean value of the objedive function of al individuals of generation t
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f(t)dt
G

mDE)qz

mDE|Z+AZ
m(H.,t)
m’|
m;
N
N
N1,N2
N_ranks

residencetime distribution function (RTD)

function

J inequality constraints

scheme (genetic algorithms)

channel height

channel height in the feed zone

channel height in the metering zone

height of the solid bed

k equality constraints

groove height

maximum groove height

constant of the presaure profile equation for solids conveying zone
constant of the power law viscosity equation

thermal conductivity of the barrel (metal)

thermal conductivity of the melt

thermal conductivity of the screw (metal).

thermal conductivity of the solid polymer

number of alleles or genes

indifference limit above which the performance of the solutions is considered
as similar

down-channel mass flow rate in the solid bed, at localisation z
down-channel mass flow rate in the solid bed, at localisation z+Az
rate of melt circulation thorough the pool in x-y plane
down-channel mass flow rate, for zone C at locali sation z

net flow rate out of the film, to melt pool, in the x diredion

down-channel mass flow rate of the melt film C, at locali sation z+Az
down-channel mass flow rate of the melt film DE, &t localisation z
net flow rate out of the film D/E, to melt film C, in the X diredion

down-channel mass flow rate of the melt film DE, &t localisation z+Az

number of copies of the scheme H on generation t
niche count of individual i
total down-channel massflow rate

number of individuals on the population (genetic dgorithms)
screw speal

range of variation of screw speed

pre-defined number of ranks

maximum number of possible values for screw speed

number of individuals to be seleded

constant of the power law viscosity equation

scheme order

pressire

pressure on the point of coordinatesi,j of the finite differences grid
pressures at the & down-channel distancez; and z, respedively

number of screw flights in parall el
crosover rate
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Tsl

t(y)

tdom
tmax

Vb
Vbx
Vbz
\'A

1
2

S& &

SISSE

N

==

mutation rate

number of pe&ks

global quality function (equation 2.28)

volumetric output

volumetric flow rate asciated with the neighbourhoods of planey
volumetric flow rate asciated with the neighbourhoods of plane y.
hed flux on the barrel

hed flux on the flights

hed flux on the roat of the screw

melting rate over interface A-C

melting rate over interface A-D
melting rate over interface A-E

sphere radius that contains the total space(equation 2.17)
screw pitch

sharing function

seledion presaure

temperature

constant of the power law viscosity equation
crosstemperature profile (diredion y)

barrel temperature

range of variation of barrel temperature

maximum number of possible values for barrel temperature
temperature on the point of coordinatesi,j of the finite differences grid
melting temperature

temperature at screw surface

temperature of the polymer at extruder entrance
temperature profile for region 1

temperature profile for region 2

generation number (genetic algorithms)

polymer residencetime inside the extruder

residencetime asociated with eat path-pair (y-Yc)

time fradion that afluid element spends on the upper portion of the dhannel
size of the comparison set

maximum number of generations

volume that contains the total space(equation 2.18)

barrel velocity

barrel velocity in transversal diredion

barrel velocity in down-channel direction

melt velocity in the diredion of screw axis

velocity of the solid towards solid-melt film interface (delay zone )
velocity of the solid towards the solid-melt film C interface
velocity of the solid towards the solid-melt film E interface
solid bed velocity

velocity profile in x-diredion

velocity profile in z-direction

average of the V; velocity in x diredion

channel width
channel width at the barrel surface
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=

X

AX

Ye
Ay
4L, L

Az

channel width at the roct of screw
melt pool width
average channel width

weight attributed to criterion |

coordinate x of finite differences grid points

Cartesian coordinate

differential element in the x diredion

coordinate y of finite differences grid points

Cartesian coordinate

lower position a polymer particle onthe dannel (directiony)
differential element inthey diredion

down-channel distances

helical distance from the hopper to the location where the lower and lateral
melt films form

differential element inthe zdiredion
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1- INTRODUCTION

Single screw extrusion is one of most important polymer processing techniques and is also the
basis of a number of other important processing technologies. This explains the amount of
both experimental [MAD 59, STR 61] and theoretica work [TAD 70]. The pioneeing work
of Maddock and Streeg [MAD 59, STR 61], on the understanding of the physical mecdhanisms
taking place inside the etruder, induced a number of new developments, such as barrier
screws, mixing sedions, grooved barrels, etc. Moreover, the mathematical modelling of the
phenomena developing inside the extruder [AGA 96, O'BR 92], enabled the use of software
to study the performance of existing systems and, eventually, to define the processing
conditions (and/or the eguipment charaderistics) for new materials/applications, with a

minimum of experimental effort.

The available software is able to predict some important process performance parameters,
such as mass throughput, power consumption, melt temperature and melt temperature
homogeneity, degree of mixing, length of screw required for melting and pressure generation,
for a given set of screw geometry, material properties and operating conditions. Nevertheless
the definition of the operating conditions or the design of a new screw is a trial and error
process where the operating conditions or the screw geometry are dhanged until they med the
desirable performance measures. Presently, the dhallenge is to solve this optimisation problem
automatically, i.e., to obtain the optimal operating conditions or screw geometry for a given
polymer and screw geometry or processing conditions, respedively. This is not an easy task,
sincethe inverse formulation of plasticaing extrusion cannot be explicitly obtained. Also, the
solution is probably not unique, since different combinations of screw geometry and/or
operating conditions might produce the same performance [COV 95|. Therefore, the
development of an optimisation algorithm, where the equations available to solve the dired
problem are used iteratively, until the mnvergence of the solution to an optimum, is necessary
[COV 99].

This work discusses the implementation of such automatic optimisation scheme for
plasticating single screw extrusion. Genetic algorithms were seleded for this purpose, given
their cgpacity for dealing with combinatorial-type problems and the fact that they do not
require derivative information neither another additional knowledge [GOL 89).

The results produced by any optimisation algorithm depend, principally, of the modelling
padkage, i.e., of their sensitivity to changes in the inpu variables and their correspondence
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with the real problem under study. Given their complexity and the number of variables
involved, this is a dhallenging problem. This probably also explains the scarcity of literature
onthe subjea [POT 94, FAS 94].

In chapter 2 the optimisation algorithm (Genetic Algorithms) used in this work is described
and compared with other tedhniques. Simultaneously, the methods used to quantify the system
performance, a conventional objedive function and a new multiobjective optimisation

scheme, are presented.

Sinceit is important that processmodelling produces adequate results, a compromise between
complexity and computing time vs. relaxation of simplifications frequently assumed, must be
discussed. Chapter 3 presents the global modelling padage implemented. The functional
zones in the screw are @nsidered sequentially, and the results, such as cross temperature
profiles, presaure, output, residence time distribution, power consumption and solid bed

profile, are computed.

Extrusion experiments were caried out, using a full fadorial analysis, in order to verify the
validity of the computational results. The results, either using an analytical or numerical
model, are compared with experimental data in chapter 5. In the same chapter, the
optimisation methodology developed in this work is applied in the optimisation of the
operating conditions and to the design of a screw for specific case studies.
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2- EXTRUSION OPTIMISATION
2.1- Introduction

A plasticaing extruder receives the polymer from the hopper, melts and homogenises it and
pumps it to the die. The physical phenomena developed inside the machine ae mmplex, and
were only fully understood after intense experimental and theoretical work [TAD 70, RAU
86, AME 89, AGA 96]. They correspond to a set of sequential functional zones that are
usually identified as (Figure 2.1):

\ A} AR AR ARA /AW AW -
T A LA

Figure 2.1- Physical phenomena inside the extruder.

i) Solids conveying in the hopper - gravity conveying of granular materials,
ii) Solids conveying in the screw - friction drag solids conveying;

iii') Delay zone - conveying of solids (partially) surrounded by a melt film;

iv) M elting zone - with a specific melting mechanism;

V) M et conveying;

Vi) Melt flow through the die.

For modelling puposes these functional zones are sequentially conneded using the
appropriate boundary conditions, i.e., the results obtained within one zne ae the input
conditions for the subsequent one. The system geometry, the polymer properties and the
operating conditions are taken into aacount, in order to obtain some performance measure of

the process such as output, melt temperature, power consumption or degreeof mixing.

However, in the most situations, it is necessary to define the operating conditions and/or the
system geometry in order to obtain the best system performance This corresponds to the
inverse formulation of the problem that can be understood as an optimisation problem.
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At present, the most common method used for optimisation and design of the extrusion
process is that of trial-and-error. The operating conditions (screw speed and barrel
temperatures) are varied and the crresponding performance is analysed until they med the
necessary spedficaions. This process can be caried out either using software or by

experimentation.

In this approach optimisation corresponds to the resolution of the inverse problem (by
opposition to the dired problem, where for a spedfic geometry, operating conditions and
material properties, equations are solved in order to the processperformance parameters), i.e.,
obtaining the operating conditions or the screw geometry that satisfy the performance
parameters, such as output maximisation, melt temperature minimisation, degree of mixing

maximisation, etc.

The most efficient and intuitive way of solving extrusion optimisation problems is through
their inverse formulation, where the equations that govern the processare solved in order to
the operating conditions or to the screw geometry and taking into aacount the boundary
conditions. This is not an easy task, especially for such a @mplex process as plasticaing
extrusion where the inverse formulation cannot be explicitly obtained. Also, the problem isill
posed, i.e., the solution is not unique, since different operating conditions or screw geometry

can produceidentica performance measures [COV 95].

Therefore, the use of an optimisation methodology coupled to the available software to solve
the dired problem through an objedive function that quantifies the performance is necessary.
Figure 2.2 illustrates such a methodology. The optimisation algorithm uses the modelling
padkage, iteratively, to obtain information about the processthrough this objedive function.
For that, the modelling padkage receives, from the optimisation algorithm, the values of the
variables to optimise axd evaluates the rresponding system performance using the
database. A measure of the system performance is passed to the optimisation algorithm
through an objedive function that takes into ac@unt the several performance parameters and

their relative importance

There ae several optimisation algorithms able to satisfy these requirements and several ways
to quantify the processperformance This chapter discusses the implementation of the aove

methodology to polymer extrusion process
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Figure 2.2- Optimisation methodology.

2.2- Optimisation technigues

The role of optimisation is to find the best set of parameters that optimise an objedive
function, particularly by improving the performance in the direcion of some optimal point or
points [GOL 89a]. In general, the aim is approach to the global optimum, on a given seach
space by maximising or minimising the objedive function, which can be subjeded to
equality or/and inequality constraints. In the cae of a maximisation problem, the

mathematical formulation is the following:

maximise  f(X;) i=1...,N
subjectto g;(x)=0 j=1...,3 (2.2)
h.(x)=0 k=1...,K

where f is the objective function of the N parameters x;, g; are the J
(J=0) inequality constraints, and hy are the K (K=0) equality

constraints.
Real world optimisation problems (like polymer processing) might involve linea or non-

linea objective functions, linea or non-linea constraints, integer and/or continuous variables,
stochastic or deterministic inputs, and single or multiple aiteria. Therefore, some algorithms
may be better adapted to the daraderistics of spedfic problems, while others can work
satisfadory aadossa large spedrum of problems [GOL 89a].
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The aim of this sction isto point out the characteristics of some
general purpose optimisation tedhniques, in arder to select the more
adequate for the problem under study.

Random search
This technique @nsists simply in seleding randomly points from the seach space and

evaluating them. This technique has the limitation of working with one point ead time, which
does not provide an amplifying overview of the seach space, moreover, seach is very slow
since the tedhnique does not use any available information on the problem. Random seach is
seldomused [BEA 933].

Gradient Methods
These methods use information about the objedive function gradient in order to establish the

seach diredion. For instance if the objedive is to optimise the function y = f(x1,X2), from a
given starting point P(x? %) the gradient vedor used is:
Uof of O (2.2)

grad f =G —,—[
[P% 0X, O

It can be proved that this vedor has the diredion of the largest increase of f [TOL 75]. These
methods perform well with unimodal functions, but they have the tendency to converge to the
first peak found with multimodal functions (Figure 2.3). Also, when the derivative (or an
approximation to the derivative) cannot be determined these methods cannot be used. The
seach is local, since the seach stops when one optimum is found [BEA 93a]. Gradient
methods can be combined with random search in order to overcome this problem. After
locaing one pe&k using the gradient method, a new starting point is randomly chosen in order
to find a new pe&k. The processis repeaed until a number of prescribed peeks are deteded.
However, ead of hill climbings is carried out in isolation, i.e., the method evaluates the same
number of points on the various regions of the seach space regardless of their objective
function values [BEA 933).
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Figure 2.3- The search by gradient methods.

Simulated Annealing
Simulated annealing makes a parallelism with the way liquids freezeor metals reaystalli se

during the anealing pocess When a melt, initially at high temperature and disordered, is
slowly cooled down, the system at any time is approximately under thermodynamic
equilibrium. The system beames progressively ordered and approaches a frozen ground state.
When the initial temperature is too low, or the woling is insufficiently slow, the system may
beame quenched, i.e., trapped in alocal minimum energy state [RUT 89].

By analogy, simulated anneding optimisation starts from one point randomly seleded from
the seach space (an initial thermodynamic state with a given energy - E - and temperature -
T), and makes a random novement (keeging the temperature constant, the initial
configuration is perturbed and this energy change — AE — is computed). This movement will
be acceted if improvement is obtained (i.e. if the change in energy is negative), and accepted
with a determined probability in the opposite cae (positive dhange in energy). As the seach
procedls, this probability decreases from a value dose to 1 to nea zero (in the physical
analogy the probability is given by the Boltzman distribution — exp[AE/T]). For the aurrent
temperature, the processis repeaed a number of times ufficient to produce agood sampling
of the seach space Then, the temperature is deaeased and the entire processrepeaed until a
frozen state is attained (T=0). The gplication of this algorithm requires the doice of the
initial temperature, the number of iterations to be performed at ead temperature, and how
much the temperature is deaemented at ead step [RUT 89]. As in the cae of the random
seach, the method works only with one point ead time [BEA 933).
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Neural networks
Neural networks are seach algorithms based on the structure and the working of the human

neuron. Optimisation is caried out after identifying and leaning the patterns that relate the
inpu to the output data Figure 2.4 illustrates a simple neural network structure the
Feadforward Artificial Neural Network (FANN) or bad-propagation network [RUM 86|,
used commonly for modelling and control purposes. It is constituted by an inpu layer (given
by the parameters to optimise), an output layer (representing the objedive function) and a
hidden layer that makes the mnnedion between the two. A network of nodes (named
neurones) constitutes ead of these layers. The output of a neurone is affeded by aweight (the
parameters of the network) and passed to all neurones in the subsequent. Such weights modify
the value of the signals that cross a given connedion, thus making possible to produce a
desired output value for a given set of inputs. They are defined after an adaptation and

learning state using training chta.

Input Hidden Output
layer layer layer
_ N
N FEN Objedive
function
_TL>
—T3_>

1 Bias |1
Figure 2.4- Structure of a simple neural network.

The network is evaluated by furnishing input data to the neurones in the input layer. The data
is passed to the hidden layer without caculations, where it is processd by the neurones and
propagated to subsequent layers. The output of the network is a function representing the sum
of the @ntributions of the inputs to that network. If the biologica analogies are ignored, this
methodology fits the neural network parameters to data, i.e., is a form of non-linear

regression.

Although this tedhnique is well suited to a wide range of problems, the learning stage ca be
very long and new training is required when considerable modifications to the problem
conditions are made [WAS 89, DIR 93, DIR 95].
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Expert systems
An expert system simulates the interadion of the user with a specialist to solve aproblem. It

comprises (Figure 2.5) a knowledge base, a knowledge aquisition component, an interadive
component, an explanation component, and an inference @mponent [WOR 94]. All the fads,
rules and know-how are collected in the knowledge base, where the knowledge aquisition
component provides communication between the specialists of the processand the knowledge
base. New information is incorporated in the base, for example, by monitoring how human
specialists lve various typical problems. A lot of interadion with the specialists is thus
necessary, in order to create adata base with the adequate dimension, able to work with
variations on the operating conditions, materials properties and system geometry. The
interadive component is the link between the final users and the knowledge base, either by
solving the problem (inference @mponent) or by explaining the solutions (explanation
component) and the decision-making processto the user. This methodology has been used to
solve several design problems [BRO 86, THO 89, POW 89, WOR 94].

EXPERTS USI?.‘RS

\i
| I nteractive Comporent |

| *ﬁ |

Knowledge Explanation Inference
Acquisition
Component Component Component
i A
y
KNOWLEDGE BASE

Figure 2.5- Expert system [WOR 94].

Sengditivity analysis
A sensitivity analysis is generally used to quantify the relationship between variations of the
parameters to optimise (independent variables) and variations of the objedive function
(dependent variables). It considers the change in a performance measure F as a function of the

parameter x, through afunction G [SMI 94]:

F(x) =G(f (x),x) (2.3)
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where f is the objective function or the aiterion to satisfy. The gradient (the design
sensitivity) is given by:

DF(x) _ DG(f(x),x) Df (x) s DG(f(x),x) (2.4)
Dx

OF =
(%) of Dx [)4

Oncethis nsitivity is known, the dfeds of a variation of the parameter dx on the objedive

function can be estimated using e.g. finite differences (forward dfferences):

DF(x) _ F(x+dx)-F(x) (2.5)

Dx o X
Despite its simplicity, the finite difference method is often inaccurate and inefficient, making
it necessary to use other techniques, such as dired differentiation or adjoint methods, which
complicate the optimisation scheme [SMI 94].

Statistical methods

The aim here is to evaluate data, obtained either by computer modelling or by experimental
means, through the use of an objective function [TAD 70]. Several experimental designs are
available, such as full factorial, central composite, latin square, Pladett-Burman, Box-
Behnken, Taguchi and simplex design [MON 91]. The doice of a method depends on the
charaderistics of the problem under study, namely the number of fadors and levels for eat
fador, the fadors type (continuous or discrete), the type of response variable to study, the

sample size (number of replicates) and the restrictions involved [MON 91].

In polymer extrusion, assuuming uniform temperature dong the barrel, the full factorial
method produces an equation, for ead one of the dependent variables, of the type:

fJ(N1Tb):a0+a1N+a2Tb+a11N2+a22Tb2+a12NTb (2.6)

where fj is one of the ] dependent variables, N is the screw spedd, Ty, is the barrel temperature,
and ax and ay are mnstants determined by regresson analysis from experimental or modelling
data. The optimum of this function can be determined either by cdculating the gradient vedor
(equation 2.2) or by using gaphical means. In real problems the temperature along the barrel
is not constant, which might increase the number of independent variables beyond reasonable

limits.
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When the relations between the aiteria and the independent variables are established from the
results of a mathematical model, it is not possible to detect eventual interadions between the

variables, sincethe experimental variation is not present [MEN 92].

Evolutionary Algorithms
Evolutionary Algorithms (EAS) are a tassof stochastic seach tedhniques. They include the

following methods [SFE 93a, CHI 953):

* Genetic Algorithms (GASs), proposed by John Holland [HOL 75];

* Evolutionary Strategies (ESs), proposed by Rechenberg [REC 73];

» Evolutionary Programming (EP), proposed by Fogel et al. [FOG 66];
* Genetic Programming (GP), proposed by Koza[KOZ 91].

Starting from a pool of points they confine progressively the region where the optimum is
locaed through the goplication of genetic operators (Figure 2.6).

The differences between the various tedhniques are related to the coding representation of the
seach space to the types of seledion mechanisms used, to the structure of the operators, and
to the measures of ac@mplishment. Evolutionary programming (EP) is mainly used in
artificial intelligence, whereas genetic programming is used to develop more complex
structures guch as Lisp expressions or neural networks to solve specific problems. Genetic
Algorithms (GAs) and Evolutionary Strategies (ESs) are mainly used in optimisation
problems and have similar performance [SPE 93a]. GAs have probably received more
attention in the literature, particularly to tadkle multiobjective optimisation problems [FON
93, HOR 94, SRI 95].
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Most optimisation methods gart from one point of the seach space aaxd move to another
using a transition rule. However, in multimodal problems when a local pe&k is found it is
difficult to ensure that the algorithm will continue its ach. Since Genetic Algorithms work
with a population of points that climb many pe&sin parallel, the probability of converging to
afalse pe&k is reduced, in comparison with other methods. Therefore, it is clea that GAs are

I nitial Population

OPTIMUM

Parameter 1

ith Generation
OPTIMUM

Objective
Function

Parameter 1

2nd Generation
OPTIMUM

Objective
Function

Parameter 1

nth Generation
OPTIMUM

Objective
Function

Parameter 1

Figure 2.6- How EAs work.

General comments

substantially different from the other seach methods [GOL 894]:

They require the codification of the set of parameters,
They carry out the seach on a population, not in a single point;
They do not require information concerning cerivatives nor another auxiliary knowledge,

but only the value of the objedive function; other methods, such as gradient tedhniques
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also require derivatives of the objedive function; neural networks and expert systems neel
some form of previous knowledge on the process
» They use probabilistic transition rules, not deterministic rules;

» They obtain more than a single solution, leaving the final choice up to the user.

The robustness of an optimisation method, i.e., the balance between efficiency (when the
algorithm is able to attain the optimum in a specific problem) and efficacy (when the
algorithm performs well in several types of problems) is another significant charaderistic.
Figure 2.7 illustrates this point plotting efficiency against the problem type. The most
advantageous method has a aurve defined as robust scheme (good efficiency and efficacy),
where the dtainment of an optimum on a specific problem is passed to a seoond level, in
order to achieve good performance in several types of problems [GOL 89a]. Combinatorial
problems have alinea or non-linea objedive function defined over a set of finite but very
large solutions. Unimodal problems have one global optimum, whereas multimodal problems
have two or more local optima. Enumeration or random walk methods have little efficiency
and the efficacy remains pradicaly constant for all types of problems. The gradient
(specialised) scheme performs well in a narrow class of problems (unimodal), but is of little
utility in other types of problems. Other specialised algorithms such as simulated annealing
for combinatorial problems can be efficient for another type of problems.

Robust scheme

Speciaised scheme

Efficiency

Enumeration o

random walk

combinatorial unimodal multimodal

Problem type
Figure 2.7- Efficiency vs. problem type for several methods [GOL 894].

Genetic Algorithms are arobust method that can be gplied with successin several types of
problems. Since they work with a population of points it is possible to dbtain more than one
solution on the seach space as it will be reported later, when niching and speciation are
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discussed. The use of probabilistic transition rules does not mean that the method is a simple
random seach, but is used to conduct the seach to regions not previously explored. GAs are
of eassy and dired applicaion because they only neal to know what the parameters to
optimise ae (in order to code them) and what the objedive function value is[GOL 89a]. This
charaderistic is useful for complex problems such as polymer extrusion optimisation, where it
is not possible to dbtain an explicit equation for the objedive function.

2.3- Genetic Algorithms

Genetic Algorithms (GAS) are seach and optimisation methods that mimic natural evolution
through genetic operators like aossover and mutation. They work with a population of points,
each one representing a possible solution in the seach space Eadh individual has a value
asociated to it (fitness or objective function), which is a measure of its performance on the
system. Individuals with greder performance have abigger opportunity for reproduction, i.e.
to passtheir charaderistics to future generations [GOL 89).

The link between the algorithm and the real problem under study is made: i) through coding
the solution space(generally a binary codification) where e&h solution is transformed into a
string defined as chromosome; i) via an objedive function that quantifies the performance of
eah individual (solution or chromosome).

The flowchart depicted in Figure 2.8 shows the various geps of the algorithm [HOL 75, GOL
89. The initial population individuals are obtained randomly in the Initialisation module.
Next, these elements are evaluated as a function of their performance on the problem under
study, i.e., evaluation consists in modelling the extrusion process using as input data eab
chromosome representing the parameters to optimise (e.g. screw speed, barrel temperature
profile, etc). As a result, the values of the parameters to be considered in the objective
function are obtained. In the following step a new population is produced from the previous
one. In order to do that, the genetic operators (crossover, mutation and/or inversion) are
applied to elements of the initial population that were seleded on the basis of their fitness
values. Consequently, a new population is obtained. If the number of prescribed generations
has not been reached (t > tn), this new population follows the same route (evaluation,
seledion, crossover, etc) [HOL 75, GOL 89a).
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The methodology will be illustrated with an example, where the aim is to define the screw
speeal and the barrel temperature that maximise the output of a given extruder and polymer.
First, is necessry to define the range of variation of the parameters to optimise (screw speed
— N 0[Nz, N2], and barrel temperature - Ty, O[Tha, Tre]) and their variation intervals AN and
ATy, respedively (i.e.,, the maximum number of possible values for screw speel is

N, -N . . .
N :#ﬂ and similarly for the barrel temperature). Then, the population is

max

initialised, i.e., values of N and Ty, are obtained randomly in their range of variation [0, Niax-
1]. Table 2.1 illustrates this procedure, considering a population of 10 individuals, the screw
spedal varying between 30 and 50 rpm, the barrel temperature lying between 160 and 18CC,
AN=AT,=1 and Niax=Tpmax=21. Each chromosome mmprises 10 positions, 5 corresponding to

screw speed and 5to barrel temperature. Each of these positions is named a gene or an alele.

START

Population
initidisation

=

Evaluation

Selection

Crosover

Mutation
Inversion

Figure 2.8- GA flowchart.

The first iteration starts with the evaluation of all the individuals. An extrusion modelling
padkage alculates the output for the system geometry, polymer properties and the specific
operating conditions. The individuals are sorted by descending order of the output. A pre-
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defined number of individuals is sleded for crosover, mutation and inversion (in this
example only crosover will be used). Individuals with greaer performance (output) will be
given a gredaer opportunity to be seleded. Table 2.2 presents the results obtained for the 10
individuals of the initial population.

Table 2.1- Generation of theinitial population for the exkample under study.

Individual | Transformed variables Real variables Chromosome
N To N To N To

1 10 1 40 161 01010| 00001
2 0 12 30 172 00000| 01100
3 5 20 35 180 00101| 10100
4 14 15 44 175 01110| 01111
5 6 4 36 164 00110| 00100
6 20 18 50 178 10100 10010
7 5 2 35 162 00101| 00010
8 18 4 48 164 10010| 00100
9 6 14 36 174 00110| 01110
10 18 11 48 171 10010 01011

Table 2.2- Initial population for the exkample under study.

Individual| Chromosome Transformed | Output |Crossover| Parents
variables (kg/hr) | Position
N To N To
1 10100 10010 20 18 .8 2 13
2 10010 00100 18 4 B 6 24
3 10010 01011 18 11 .8 8 110
4 01110 01111 14 15 T
5 01010 00001 10 1 .0
6 00110 00100 6 4 a
7 00110 01110 6 14 .6
8 00101 00010 5 2 .6
9 00101 10100 5 20 .8
10 00000 01100 0 12 B3
Q =6.85

The next generation includes the best individuals from the previous one (in this case 40%) and
new individuals obtained by crossover between the parents sleded previously (carried out on
a random seleded position). Crosover consists in the interchange of genes between the
parents. Figure 2.9 illustrates this procedure for the aossover between individuals 1 and 3 on
position 2. The other individuals are obtained by crossover between individuals 2 and 4 and
between individuals 1 and 10 on positions 6 and 8, respedively. Table 2.3 presents this
seoond generation and the arresponding mass outputs. As can be observed the output average
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was increased from 6.85to 7.8 kg/hr. This processis repeaed until the maximum number of
iterations is reached or some @nvergence citerion is stisfied (such as, a percentage of the

population converges for the same value).

Seledion of:
109 8 7 6 5 4 3|2 1 position Dedmal
Chromosome 1 [1]o]1]o]o]1]o]0 20-18
chromosome2  [1]oof1]ofo[1]0 18- 11
Random number:
posjtionzz_/>
[1]of1fofofs]ofofa]1] 20-19
New Chromosomes
[1]ofo[1]o]o[1]o]1]0] 18- 10

Figure 2.9- Example of crossover.

Table 2.3- Second generation for the example under study.

Individual| Chromosome Transformed | Output
variables (kg/hr)
N To N To
1 10100 10010 20 18 B
2 10010 00100 18 4 B
3 10010 01011 18 11 .8
4 01110 01111 14 15 T
5 10100 10011 20 19 B
6 10010 01010 18 10 .8
7 10010 00100 18 4 B
8 01110 01111 14 15 T
9 10000 10010 16 18 8
10 00100 01100 4 12 .6
Q=78

The improvement in performance throughout the various generations can be explained with
the aid of the Schemata Theory [GOL 89a], together with the properties of the genetic
operators. A scheme describes a set of chromosomes with fixed genes (alleles) in certain
positions. For example, in binary representation, the diromosomes (010), (011) and (000 can
be represented by the scheme H = 0**, where the asterisk is a meta symbol, representing a
position of indifference (i.e., either 0 or 1). This means that three daraders constitute a



33

scheme, V* :{O,L*}. A population of N individuals can be represented by 2' to N.2

schemes, where | isthe number of allelesin each scheme.

The differences between the several schemes are quantified using the concept of scheme
order, o(H), and scheme length, &H). Scheme order represents the number of fixed positions
that the scheme oontains (in a binary representation this corresponds to the number of Os and
19), eg., 0(1*01*) = 3 and o(*1**0 ) = 2. The scheme length is the distance between the first
and the last fixed positions, e.g., § (1*01*) =4-1=3 and 6 (*1**0) =5-2=3.

For example, when proportional selection, simple acossover and mutation are used, the lower
limit of the expeded number of copies of the scheme H, included in the generation (t+1), is
given by [GOL 894:

m(H t+1)> m(H,t)# 3- pC@- prolH)f @7

where m(H, t+1) and m(H, t) are the number of copies of the scheme H on the generations t+1
e t, respedively; f(H) is the mean value of the objedive function of all individuals of
generation t which are represented by the scheme H; f is the mean value of the objedive
function of the entire population; p. and pm are the probabilities of crossover and mutation,
respedively. The number of copies of the schemes having a mean value of the objective
function greaer than [f(H)] increases as the seach progresss. This seach is a geometric
progression that promotes the exponential increase of the best individuals on future
generations.

The schemata theory will be illustrated with an example where the aim is to maximise the

sin(x) function (0 < x < m). Table 2.4 represents the initial population of 5 individuals.

The best individual of the initial population (individual 2) will be the first individual of the
second generation, while the others will be obtained by crosover between parents 1 and 2 on
string point 2 and between parents 2 and 5 on string point 3. For crosover purposes the
parents are picked up wsing a seledion tednique (roulette-wheel, introduced in the next
sedion) based on their performance, while the aossover points are obtained randomly. The
improvement obtained with this new generation is evident, since the aserage of the objedive
function increased from 0.559to 0.76. The optimal string in this problem is (10000, which
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represents x = 172. This dring is contained in the scheme H;=(1**** ) that represents two
individuals of the initial population and four of the second generation, whereas sheme
H,=(0**** ) is represented by threeindividuals of the initial population and by one on the new
population. Since the objedive is to maximise sin(x) function, it is desirable to have more
copies of scheme H; than H,. This improvement in performance by simple manipulation of
the strings and ignoring the mmplete search spaceillustrates the potential of GAs. These short
and above-average schemata ae known as bulding Hocks. As the seach procedals, the
combination of these blocks produces better building Hocks, until convergence to the
optimum [GOL 894].

Table 2.4- Example of the GA working for the sin(x) function.

Initial population New population
Individual |String X f(x) |Crosover| Parents| String X f(X)
Point
1 01001 090 0783 2 12 10100 200 0909
2 10100 200 0909 3 25 01000 080 Q717
3 00010 020 0199 10101 20 0863
4 00100 (0710] 0389 10010 180 0974
5 11010 260 0516 11100 80 0335
f(x)= f(x)=
0.559 0.760

2.3.1- Genetic operators

A- Seledion

The seledion operator determines which individuals of the arrent population will ad as
parents of the next generation. The process has two steps. First, a value is attributed to the
objedive function of eadh individual. This can be done either by attributing a value
proportional to the performance of each individual (objedive function value), or by ranking
the population acording to the rresponding value of the objective function and
subsequently attributing a value to the objedive function of each individual that depends

solely on its position on that ranking.

This sheme introduces a uniform scding of the entire population and a simple and effedive
way of controlling the seledion presaure - SP (representing the probability of selection of the
best individual in comparison with the average probability of all individuals). Ranking can be
linea or exponential [BAK 85]:
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FO :2_SP+2(SP—J)(N +1-i) (2.8)
_c-1 (2.9
FO =

respedively, where N is the number of population individuals, FO; is the objective function
value for individual i, SP is the seledion presaure (1.0 < SP < 2.0) and ¢ is a onstant that

controls the seledion presaure on the exponential ranking (0<c<1).

The seaond step of this operator consists in the seledion of the parents acording to the value
previously attributed. Several techniques are available:

* Roulette-wheel seledion,

» Tournament seledion,

» Stochastic universal selection,
* Local seledion,

e Truncaion selection.
i) Roulette whed seledion

Thisisthe simplest seledion tedhnique, and consists on [BAK 87]:

ordering the population individuals by descending order of their objedive function value;
calculating their cumulative sum;
generating arandom number between 0 and the total of the above sum;

A 0D P

seleding an individual whose aimulative sum will be closer but grester than the number
generated previously;

5. repeding steps 3 and 4 util the total number of individuals is seleded.

Tables 2.5 and 26 describe this procedure, considering a population of 10 individuals (N=10)
and that the objedive function value was determined acording to the linear ranking scheme
(equation 2.8), with a seledion presaure of 2 (SP=2). The probability of each individual being
seleded was calculated. Table 2.6 ill ustrates the selection of 6 individuals: First, a random
number is obtained and compared with the amulative sum; the first individual that has a

cumulative sum equal or greater than this number will be seleded.



36

Table 2.5- Roulette whed selection.

Individual order 1 2 3 4 5 6 7 8 9 10
Objedive function 20| 18 | 16 | 14 | 12 | 10 | 08 | 06 | 04 | 02

Cumulative sum 20 | 38 | 54 | 68 8 90 | 98 [ 104 | 108 | 110
Seledion probabil ity 018 | 016 | 015| 013 | 011 | 009 | 007 | 006 | 003 | 002

Table 2.6- Selection of 6 individuals using the roulette wheel method.

Random number (between 0 and 11.0) 31 | 05 71 | 106 | 61 | 52

Individual seleded 2 1 5 8 4 3

ii) Tournament seledion

This technique mnsists on the random seledion of a fixed number of individuals (Ny.) from
the eitire population. The best is picked up from this sub-group and used as parent. The
processis repeaed whenever necessary to produce a new individual. The value of Ny, can be
defined as a percentage of the total population (N) and can vary between 2 and N.

iii) Stochastic universal seledion

This procedure is similar to the roulette-wheel seledion, but now pointers equally separated
replacethe random numbers. The first pointer is obtained from a number generated randomly

ranging between 0 and the prescribed distance, D,ine, Where:

Dpointer == (210)

and NSis the number of individuals to be seleded [BAK 87].

Tables 2.7 and 28 show the results obtained using the previous example. The distance
between pointersis 1.833(11/6) and the number randomly generated is 0.516.

Table2.7- Stochastic seledion.

Individual order 1 21 3] 4] 5 6 7 8| 9 10
Objedive function 20 | 18 | 16 | 14 | 12 | 10| 08 | 06 | 04 | 02
Cumulative sum 20 38 54 6.8 8 90 98 | 104 | 108 | 110

Table 2.8- Selection of 6 individuals using the stochastic seledion method.

Pointer 0516 | 2349 | 4182 | 6015 | 7848 | 9681

Individual seleded 1 2 3 4 5 7
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iv) Local seledion

In this case, the individual to be selected is conditioned to a zone alled local neighbourhood.
Neighbourhood is defined by the structure through which the population is distributed and can
be interpreted as a group of potential asociated individuals. Initially, half of the population is
seleded, either randomly or by one of the methods described above. Next, a neighbourhood is
defined for ead of these individuals, their parents being seleded from within. The structure
of the neighbourhood can ke linear (full and half ring), two-dimensional (full cross half cross
full star and half star) or three-dimensional [GOR 91].

The structure defines the neighbourhood size (i.e,, number of individuals). Information
interchange between all the population is guaranteed by the overlapping of the neighbourhood
[GOR 91].

v) Truncation seledion

In this technique only part of the population can be seleded. The population is grouped by
deaeasing order of the individual objedive function values and only the first Ny,.. (a
percentage of the total population, which generally stands between 10% and 50%) individuals
are seleded [BLI 95].

Although there have been efforts for developing strategies to compare the efficiency of the
various lection techniques proposed, is not possble to define in advance the best seledion
tedhnique to be used in a particular optimisation problem. Empirical studies on the red
problem should therefore, be caried out [BLI 95].

B- Crossover

This operator enables the production of two new chromosomes (offspring) of a new
generation from two existing chromosomes in the arrent population (parents), by genes
interchange between them. This interchange is carried out from one or more positions in the
chromosome, thus defining the type of crossover to be gplied:

» Crossover in one position;

* Crossover in multiple positions;

* Uniform crosover;

This is the most powerful process of information modificaion that GAs use for seaching,
sinceit allows arapid exploration of the seach space As the information that passes to future
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generations is obtained from individuals with greaer performance, this is not a random search
but explores the best regions of the search space[GOL 89, BEA 93Db].

i) Crossover in ore position

Asshown in Figure 2.10, arandom position is ®leded in the parents chromosomes, the genes
are exchanged between them and two individuals are aeded. In this example, crossover is
caried out between two chromosomes of length 6 (O to 5), between positions 3 and 4.
Crossover only involves the exchange of genes in the chromosomes [GOL 89).

Selection of:
413 2 1 0 position Dedmal
Chromosome 1 | 1 |0 l\l\l\l\QLI | 45
Chromosome 2 | 0|1 1|0| 1|1 27

Random number:
position = 3 /

l1]of1]of1]2 43
New Chr omosomes
[o[1]1]2]0]1] 29

Figure 2.10- Example of crossover in one position.

ii) Crossover in multiple positions

In this case, m positions are picked randomly, from 1 until the maximum number of genes,
without repetition. These positions are then ordered and the genes between the successive
positions are interchanged [SFE 91]. Figure 2.11 exemplifies this processfor the cae of two
positions (m = 2). Crossover occurs between two chromosomes of length 6 (0 to 5), between
positions 1 and 2 and between positions 4 and 5.
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Selection of:
position  Decimal

Chromosome 1 | 110 | 1 | 1 45

Chromosome 2 | 01 | 1 | 0

Random numbers:
position 1= 4 /
position2=1

[1]2]2]o]0fs

27

57

New Chromosome

lofof1]1]a]1] 15

Figure 2.11- Example of crossover in two paints.

iii) Uniform crossover

Uniform crosover generalises the previous <heme, since e&h gene is a point for potential
crosover. The mncept is based on the random definition of two masks with the same number
of genes as the diromosomes. Each mask gene identifies the parents that provide the gene for
the offspring. Generally, the seaond mask is the inverse of the first one. Each gene of the new
individual is equal to the mrresponding gene of parent 1 if the gene of the mask is 1, and
equal to the mrresponding gene of parent 2 if the gene is O [BEA 93b, SYS 89]. Figure 2.12
illustrates this type of crossover. Offspring 1 remains with the genes of parent 1 when the
corresponding position on the mask is 1, otherwise it will have the genes of parent 2.

Other crosover tedhniques have been proposed, but they have little goplication [GOL 85,
SYS 91, DAV 91]. Despite several comparative studies [BEA 93b, SYS 89, it is difficult to
define the best crossover technique for a particular problem, hence the dhoice of one method,
aswell asof the best crosover ratio, should be based upon experimental evaluation.

C- Mutation

In this process one dromosome position is randomly selected and the value of the gene is
changed, thus causing the destruction of the existing information. The need for this operator
comes from the fad that, along the various iterations relevant information may be lost when
the worst chromosomes are eliminated. Through this occasional random change, GAs
guarantee that new areass of the seach space a@e eplored [BEA 93b]. Due to they
charaderistic (destruction of information), the probability of occurrence of mutation must be
lower, in the order of /N [BAC 91].
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Selection of:
543210 position Dedmal
Chromosome 1 |1|0|1|1|0|1| 45
Chromosome 2 |0|1|1|0|1|1| 27

Random numbers:

maskl= 011000
mask2= 100111
|0|0|1|o|1|1| 11

New Chr omosomes

|1|1|1|1|0|1| 61

Figure 2.12- Example of uniform crossover.

Figure 2.13 shows an example of mutation. First, a random number that defines the mutation
position is sleded. Then, another random number between 0.00 and 100 is obtained and
compared with the mutation ratio (in this case 0.08). If the number is smaller, then the gene
inthis position is subjeded to mutation, i.e., arandom integer number (O or 1) is placel in the
position previously seleded (this means 50% of probability). Mutation only occurs if this last
number is different from the gene in the selected position, and will only be caried out for a
given number of chromosomes, defined for the mutation rate (considering a rate of 0.1, the
probability of mutation will be (0.1 x 0.08 x 0.5)x100= 0.4%).

Selection of:
543 210 position Decimal
Chromosome |1|0|1|1|0|1| 45
Random numbers: /
position = 3

n. between 0 and 1 =0.05 Smaller than the mutation ratio = 0.08

integer n. between 0el=

0 |1|0|o|1|o|1| 37
New Chromosome or
1 [1]of1]1]of1] 45

Figure 2.13- Example of mutation.

The theoretical demonstration of the efficiency of any of these techniques is yet to be done. In
fad, the importance of crossover and mutation is gill a matter of debate [SPE 93p].
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D- Inversion
Inversion produces the interchange of information inside one diromosome. It is used with the

objedive of reordering the genes inside the diromosomes, in order to increase the potential
for evolution [GOL 89a, BEA 93b]. Two points of the ciromosome ae randomly seleded
and their genes are inverted, as illustrated in Figure 2.14. This operator is particularly useful

when the objective function varies with time, which is not the cae of polymer extrusion.

Seledion de:
5(4 3 2|11 0 position Dedmal
Initial Chromosome | 1]o]1]1]0]1]| 45
Random numbers:
position1=4
position2=1
New Chromosome |1|1|1|0|0|1| 57

Figure 2.14- Example of inversion.

2.3.2- Sizing the population

Defining the population size (or length) to be used on a spedfic problem is of primal
importance A too small population does not process sifficient schemes to attain the optimum
and may converge quickly to another point. On the other hand, the doice of excesgve length
results in a useless increase of the computation times [GOL 89].

The population size depends essentially on the number of genes in the dromosomes
(schemes) to be processed (I) and on the degree of computer parallelism (algorithm) [GOL
8%, GOL 92].

Goldberg et al. [GOL 92] showed that the optimum population size depends also on the
seledion method used and on the dharaderistics of the specific problem under study (Table
2.9). De Jong and Speas [DeJ 90] confirmed these results and concluded that the doice of
the population size has a strong interading effect on the results. The number of individuals
reguired for convergence is lower when the stochastic universal selection method is used, but
this supremacy is off set by greaer computational costs [GOL 92].

Most of these studies are empirical and limited to a particular type of problems. Thus, a
pradical assessment of the population sizeis required for eat new particular problem.
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Table 2.9- Influence of the seledion method on the population size (RW- roulette-wheel
selection, TS- tournament selection, R- ranking e SUS- stochastic universal seledion).

N
| RW TS R SUS
20 109 54 109 21
50 271 135 271 82
200 1084 1084 1084 144

2.3.3- Niching and spedation

Multimodal functions
In most optimisation problemsiit is necessary not only to find the overall optimum, but also to

identify the various local optima. Conventional GAs are not able to do this, since they
converge necessrily to one point of the overall seach space[GOL 893].

As demongtrated in Figures 2.15 and 2.16 (representing the functions f,(x) =sin®(5mx) and
In2 @%g

a multimodal function can have identical or different values. If GAs are gplied repededly to

f,(x) = e_2 sn®(5mx), inthe interval 0<x<1, respedively) the individual optima of
determine of the maximum of the first function, they converge indifferently to any single
pe&k. This happens because the population cannot have an infinite dimension, as assumed by
the schemata theory. The problem is designated by “genetic drift” and can cause the
acamulation of errors as the seach proceealds [GOL 87]. However, convergence to a single
pe& is not desirable in functions with various similar maxima. Generally, when the seach
spacehas local maxima with different values, it will be interesting that convergence occurs to
the pe& with the greaest value, but aso that a determined number of individuals converge
for ead individual pe&k. This is particularly important in the cae of complex functions, as it
provides the dharaderisation of their topography.

1 1
0.8 + 08 +
~06 T _ 061+
X X
04+ o4+
0.2 + 02+
0 f f f f 0 f f f f
0 0.2 0.4 X 0.6 0.8 1 0 0.2 0.4 X 0.6 0.8 1

Figure 2.15 Multimodal function with
maximum of equal values.

Figure 2.16- Multimodal function with
maximum of different values.



43

In order to deal with the aove, the concepts of niching and spedation of natural evolution
should be introduced in a population of chromosomes. This is based on the idea of forming
stable populations of organisms by creaing separated niches where they are forced to share
the available resources[GOL 87, DEB 89].

There ae several niching methods that can extend the concept of GAs to domains that require
the identification of multiple solutions. Mahfoud [MAH 95 compared four niching methods
(sharing, crowding, sequential niching and parallel hillclimbing) and concluded that parallel
hillclimbing fails on problems of high complexity, that sequential niching [BEA 93c] is we&
on easy problems and unable to solve harder problems, that sharing [GOL 87] works well on
problems with varying levels of complexity and that its performance @n be improved through
the gplication of fitness galing, and finally, that deterministic acowding [MAH 92, MAH
94] is able to ded with problems of all levels of complexity, but it may lose the lower optima
asthe seach proceels. Therefore, sharing seems to be the most promising method.

Sharing analogue forms can be aeaed through modificaions to the theory of natural niche
and spede formation. Goldberg and Richardson [GOL 87] proposed that they should be
implemented in the chromosomes based on the distance between them d;, i.e., a sharing
function, SHd;), should be defined as:

O d.
_ (- E’LETJ if dij <Ogare
Sh(dij) =0 [DOgge O (2.11)
, otherwise

where ¢ is a @nstant and Ogae IS the radius of a circumference defining the maximum
distance between chromosomes, in order to form as many niches as the number of pe&ks on
the seach space The sharing function has threeproperties:

1 0<SKd,)<1 ,Od,
2. SHO)=1 (2.12)

3 lim SKd,)=0
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Figure 2.17 illustrates this concept. The function f1(x) considered in Figure 2.15 has 5 maxima
in the seach space(0<x<1). The niche size is given by the ratio between the size of the seach

gpaceand the number of pe&s, i.e., 1/5=0.2; consequently, O iS0.1.

Sincethe basic idea of sharing is that the objedive function of an individual diminishesin the
presence of its neighbours, the final objedive function value (FO’;) will result from the ratio
between the initial evaluation (FO;) and its niche count (m5).

_Fo. (2.13)

FO' -
m

where m’; is the sum of all the sharing functions related to this individual.

N (2.19)
m =y sh(d,,)
=1
The sharing function with himself [sh(d; )=1] will be also included.
1
08 |
06|
=
=04 |
02|
0
0 2 4 6 8 1
Oshare X

Figure 2.17- Definition of ggare fOr implementing sharing.

The distance between individuals can be determined in the real parameter space (phenotypic
sharing) or in the aodified space (genotype sharing). The former will be aopted, sinceit has
physicd meaning and greder performance (acwrding to Deb [DEB 89]). Two individuals (X
e X;) on ap dimensional space @n be defined as:

X = [Xl,i;xz,i ;---;Xp,i] (2.19)

X, :[xlyj;xzyj;...;xp’j]
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The distance between them (d;) can be defined using the norm on a p dimensional space
using the Euclidean distance.

d, = \/i(xw —xk,,-)z (2.16)

In most practical optimisation problems, Ou.. Cannot be determined as easily as in the

previous example (Figure 2.17). If each niche is contained in one p-dimensional spacewith
radius equal to Oy, this means that ead sphere ntains 1/q of the total volume of the seach
space where q is the number of peds in that space The sphere radius (r) that contains the
total spaceis therefore given by [DEB 89]:

r= %\/i (Xk,max - Xk,min)2 @1

and the volume (V) is:

V=cr’ (218

where ¢ is a onstant and Xmn and X a@e the minimum and maximum values for the
parameter k in all the population, respedively.

The parameter 0., may be alculated from [DEB 89]:

o (2.19

ashare - %

where q isthe number of pe&ks that are expeded to exist.

If this analysis is applied to the function f1(X) represented in Figure 2.17, with p=1, Xin=0,

Xmax=1 @nd g=5 one obtains r=0.5 and Oy.=0.1.

Since in most optimisation problems the number of pe&s is unknown, the use of the aove

methodology to define the value of dy..., implies the use of atrial and error procedure.

Sharing can be indistinctly applied in the space of the variables to optimise, or in the aiteria
space depending on which niching is necessary. Generally it is applied in the aiteria space
where the dhoice of the solution is carried out and where diversity along the Pareto frontier is
required.
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During sharing process scaling of all space parameters in the same interval (for example
between 0 and 1) is indispensable in order to avoid the comparison between values that can be
very different. For example, if in a polymer extrusion problem only the output and the power
consumption are onsidered as relevant criteria, with their value ranging between 2 and
10kghr and between 1000and 30MW, respedively, and if 4 pe&ks exist, the value of Ouare,
beames 500004 As $own in Figure 2.18-A one unique niche mmprises the etire range of
the output parameter. Conversely, if both parameters are scaled between 0 and 1, the value of

Ouwe IS N2 14, which corresponds to the radius of the drcumferences shown in Figure 2.18-B.

A A Ogas™ 214
5300 S
5 g
= (@]
% U= 500.004 g
: :
g o
3 =
e g
10
500 g 1
Output (kg/hr) Output (kg/hr)
A B

Figure 2.18- The importance of scaling the variables.

AS Oy, the a parameter (equation 2.11) controls the radial size of the niche “radius’ (see
Figure 2.19) [GOL 87, HOR 93].

The variation of the degreeof the Holder metric used in the eguation 2.16 changes the shape
of the niche [HOR 94]:

Bl Jak
dj = @JXM _Xk,j| % (2.20)

where s is the metric degree Figure 2.20 shows the variation of the niche shape in two-
dimensional spacewith the value of s.



47

Sh(d)

Figure 2.19 Influence of a onthe sharing function.

s<2 s=1 s=2 2
Figure 2.20- Niche shapes as a function o Holder metric, in two dmensions.

When optimising multimodal functions, the performance of the genetic algorithm could be
affeded when crossover is applied between individuals from different pe&s, as the new
individuals generally do not belong to any of them. This can be avoided by reducing the
frequency of crosover between the individuals of different peaks. A new parameter Oruing,
similar t0 Ouwre, does not allow crossover between individuals whenever the distance between
themselves is greder than Opaing; SNCE Oraing DElONGS to the same spacethat Oy (aNd isalso a
measure of the distance between two individuals), these parameters can be identical [GOL
8%, FON 93, DEB 89, MAH 94].

2.4- Objedive function

The optimisation of polymer plasticating extrusion isa multiobjedive
problem, whereit is necessary to satisfy simultaneously several system
performance measures (criteria, attributes or objectives), such as output,
length of screw required for melting, melt temperature, power
consumption, degree of mixture. Some of these are conflicting, e.g.,
maximise the output and minimise the power consumption simultaneously.
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Moreover, their relative importanceto the global processperformanceis
subjedive and can be considered differently. The mathematical formulation
of a multiobjedive optimisation problem (by modification of equation 2.1)

maximise  f.,(X) = ; m=1...,M (2.21)
subjectto g;(x)=0

J
h.(x)=0 k=
where M is the number of criteriato satisfy.

The various objedives can be taken into aacount in two ways. Usually, a global objedive
function, that includes all the aiteria, is considered. However, the decision-maker may be
interested in obtaining if possible several alternative solutions. Other methods have been
developed for this purpose, taking advantage from the fact that GAs work with a population
of individuals [GOL 89a, FON 93, HOR 94, SRI 95].

i) Global objedive function methods

In this case the individual criteria ae cwmbined in order to form a global objedive function
with one unique value. The global objedive function can be @lculated using various
possibilities, such as the weighted sum of the aiteria, the distance between the aiteria, the
Min-Max formulation [SRI 95] and the product of the aiteria [POT 93, POT 94, POT 96,
POT 97].

The weighted sum of the aiteriais obtained from [SRI 95]:

q (2.22
FC)I = w: F.
JZl ] ]
where q is the number of criteria, w; is the weight attributed to ead criterion (which can vary

between 0 and 1, with w; = 1) and F; is the objedive function of criterion j, which can take

two forms, depending whether one wishes to maximise or to minimise the aiterion X;:

Xj _Xj
F' : min
x. =X

Jmax Jmin

(2.23)

X, =X, (2.24)
=l
) X. =X

Jmax Jmin

T
|
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X is the value that results from the evaluation of the aiterion j, while X, and Xjmay are the

minimum and maximum values that this criterion can take, respedively. By definition, eah
individual objedive function value ranges between O and 1 and, consequently, so does the
value of the global objedive function. The reduction of all values to the same non-

dimensional scale is, therefore, asaured.

The global objedive function can also be ameasure of the distance between the values of the
individual objedive functions and a demand-level vector (y;), which has to be defined by the
decision-maker:

q
FOfZ@%Fj—W

wherer isthe metric constant (1 < r < o). Usually a Euclidean metric (r = 2) is used.

e (2.25)
O
O

The Min-Max formulation can be presented by modifying equation 2.21[SRI 95]:
maximise [ = min|Zj| i=1...,q (2.26)
where Z; is determined by:

_Fiy (2.27)
Yi

Z

J

Potente et al. [POT 93, POT 94, POT 96, POT 97] considered the product of individual
performance aiteria to quantify the global performance of polymer extrusion, in order to
avoid the possibility of solutions where any of the single aiteria might take a zeo value:

_Ya a, 2.28)
FO, _Jz 149" (
D j

where g; are the weight fadors and ¢ are the individual quality criteria.

In this work the weighted sum of the aiteria will be used. Since this formulation is probably
the simplest, easily takes into account the relative importance of all criteria and scales all

spaceparameters in the same interval (as will be necessary when sharing is applied).
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i) Pareto Optimum

In atypical multiobjedive optimisation, there is a set of solutions that is better than the others
when all the objedives are mnsidered simultaneously, but can be worst than some if only
specific aiteria ae considered. Therefore, a solution corresponding to the optimum of all the
criteria does not exist in a problem of this type The concept of Pareto optimal or non-
dominated solutions [GOL 89, FON 93 HOR 94, SRI 95| is illustrated in Figure 2.21
considering, as an example, two individual criteriarelevant to extrusion. If both objedives are
to be minimised, point 5 is dominated by point 2, since it represents a @ndition where both
criteria ae greater. Therefore, points 5 and 6 are dominated, whereas points 1, 2, 3 and 4 are
non-dominated, and make-up the Pareto frontier.

200 Pareto Frontier

190 |
180 -

170

Melt Temperature (°C

160
500 1000 1500 2000

Power consumption (W)

Figure 2.21- Pareto frontier.

2.5- Multiobjedive optimisation

The oncept of non-dominated solutions can be used together with GAs to obtain,
simultaneously, several solutions along the Pareto frontier. Seleding one solution along the
Pareto frontier requires that the user has ssme knowledge about the fadors that influence the
problem. The choice made by one user is not necessarily coincident with the doice of
another. Based on the initial idea proposed by Goldberg [GOL 89a], several multiobjective
optimisation methods have been developed [FON 93, HOR 94, SRI 95]. They require that the

conventional GA be modified in such away that:

i) Eadindividual isevaluated independently in each criterion.
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i) The seledion is made independently in eadh criterion; several methods, such as
tournament seledion or ranking schemes [FON 93, HOR 94, SRI 95] can be alopted.
It is necessary to consider the @ncepts of niching and speciation in order to dstribute

the population evenly throughout the antire frontier [GOL 87].
Crosover and mutation between individuals are made acording to previous <lection

schemes.

i) Method based on ranking schemes

The method proposed by Fonseca and Fleming [FON 93] is based on the dtribution of avalue
to the objedive function of each individual through a ranking scheme. Accordingly in eah
generation position 1 on the scale is attributed to the non-dominated individuals, while the
remaining are clasdfied in terms of the number of individuals that dominate them. This is

equivalent to writing:
rank, =1+n (2.29

where rank; represents the position of the individual i on the ranking and n; is the number of
individuals that dominatei.

This attribution follows various gages:

a) The population is ordered following the ranking described above;

b) The value of the objedive function is attributed by interpolating between the “best”
(rank=1) and the “worst” (rank=n*<N) individuals, using a ranking function (equation
2.80r2.9);

c) The average value of the objedive function is computed from the individuals with the
same rank;

d) Niche count (equation 2.13) is incorporated on the @ove objedive function value, in
order to placethe individuals inside eah rank; consequently, convergence to a unique
point is avoided;

e) Finally, aseledion method is applied (e.g. roulette-wheel seledion) in order to obtain
an individual for reproduction and/or recombination;

f) The procedure follows the conventional GA route.

i) Method based on tournament seledion
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Horn, Nafpliotis and Goldberg [HOR 94] modified the tournament selection technique in
order to avoid convergence to a single solution, and to maintain multiple non-dominated
solutions. This modification was caried out adding tournament by domination followed by
sharing whenever it was not possible to choose aparent (solution of the ad¢ual population) for

reproduction and/or recombination. This sledion processfollows five steps:
a) Two individuals are randomly chosen;
b) A set of individuals (tgom) is also chosen randomly for comparison purposes,
C) Eadh of the two candidates is compared with the set;

d) If one of the andidates is dominated by the set and the other is not, the latter is
chosen;

€) If none of them is dominated, sharing is used to choose the winner (the individual

with smaller niche count - m').

The size of the comparison set (tqom) controls the seledion presaure. The efficiency of this
algorithm depends on the relation between the sharing presaure and the seledion applied.
Sharing is applied on the dtribute spacewhere diversity is desirable.

i) Method based on non-dominated sorting

Similarly to the method based on ranking schemes, the basic idea is to use the ranking
seledion scheme to emphasise the influence of better points, while sharing is used to maintain
a stable distribution along the Pareto frontier [SRI 95].

As in the previous algorithms, this method differs from a traditional GA on the selection

operator working mechanism. The steps for the selection phase ae:

a) To identify the non-dominated population individuals (that will constitute the first
individuals front, front =1);

b) To atribute an objedive function value acording to the front number (the first will
have the highest value) and identicdly to al the individuals of the same front;

¢) To maintain the diversity, the individuals of this front will be subjeded to sharing, i.e.,
the objedive function value will be divided by the niche count;

d) To proced to the next front: front = front +1,
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e) To identify the non-dominated individuals of the aurrent population, ignoring for the
time being those that have been already classfied;

f) Reped stepsb) to ) while individuals to be classified still exist;

g) To procea aacording to the usual methods of seledion, crosover and mutation.

2.5.1- Reduced Pareto set

The result of a multiobjedive optimisation method using GAs is the Pareto frontier, which
usually contain a large number of points (e.g. 500 points). The pradical use of this optimal
Pareto frontier is reduced if it becomes too problematic to identify the preferred solution from
this st of points. Figure 2.22-A illustrates one result with a multiobjedive optimisation
method applied to the optimisation of the extrusion process where the aim was to minimise
melt temperature at die outlet and mechanical power consumption. After reducing the number
of points in the frontier (Figure 2.22-B), while maintaining all its charaderistics intad, the
choice of the optimal point can be easily made, considering the relative importance of the two
criteria (the points 1 to 5 are the non-dominated ones).

200 200
g o
© 190 1% %* @ 1%
> . * %
S_ o0 ® 5
g 180 t PPN * g 180
- o ~
% 170 3 * > . o % 170
= Ving 45 = Ving 4,5
160 160
500 1000 1500 2000 500 1000 1500 2000
Power consumption (W) Power consumption (W)
A B

Figure 2.22- Example of reducing the Pareto frontier.

The multiobjedive optimisation methods described previously, based on the attribution of an
objedive function value to the individuals from the set of non-dominated points, have limited
applicaion to problems with many criteria, where most points that define the population in
eaxh generation are non-dominated. For example, in Figure 2.22-A some of the points
presented are dominated, since only two criteria ae defined; however, if other criteriawere to
be cnsidered, these dominated points could be non-dominated in the crresponding Pareto
frontiers. Therefore, when a multiobjective optimisation method with GAs is applied the
probability that all the individuals of the population will be seleded for reproduction is
similar, since the selection phase of the &ove methods is based on the whether the individuals
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are non-dominated o not. Pareto frontier reduction together with a multiobjedive
optimisation algorithm will be very useful, since it provides a cleaer separation of the
individuals.

Pareto set reduction [ROS 85], based on the clustering of solutions, can be incorporated in
two steps of a GA multiobjedive optimisation: during the selection of individuals for
reproduction and recombination and at the end, for the doice of the preferential solution from
the Pareto set obtained.

The method proposed by Roseman and Gero [ROS 85| produces the clustering of solutions
that can be considered similar between themselves, in all or in some aiteria. Then, inside the
groups, the solutions that show to have preferential charaderistics are seleded. The tednique
consists in comparing the proximity of solutions on the hyper-space, i.e., the similitude or
proximity of two solutions is evaluated through some kind of measure of the distance between
them by the aygregation of the various distances in each criteria. The technique used for
clustering the solutions was the Complete-linkage method [ROS 85]. It is esential to define
an indifference limit, above which the performance of the solutions is considered as similar.
This limit, that can be distinct for ead criterion, is defined as the percentage of the distance
between adjacent groups relative to the total distance (between extreme groups). The
algorithm involves the sequence illustrated in Figure 2.23.

Table 2.10 presents an example where the Pareto set contain 5 different polymer extrusion
operating conditions (A, B, C, D and E) with performance measures in two criteria (melt

temperature and power consumption to be minimised).

Asauming that 10% is an acceptable percentage difference limit for eat objedive, the groups
are sorted in ascending performance order and the initial differences are cmputed — steps a)
to e) of Figure 2.23 (seeTable 2.11).
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a) For each objective sort the solutions by ascending order.

b) For each objective, every solution is treated as one group (one solution per group, except in
the case of equal solutions).

c) In the case of equal solutions, maintain one solution by group, referencing the solution that is
kept.

d) For each objective (C;), calculate the maximum amplitude [Range(C))]:
RangéCj): Max(Cj )—Min(Cj) (2.30)

e) For each objective calculate the differences (di) between each adjacent group (k and k+1). The
differences between adjacent groups are calculated as a percentage of the interval of existent
values for each objective. The minimum difference is the ratio of the difference between

adjacent groups over the pre-defined difference limits for each objective.

Max (C,,k +1)-Min (C, k) o)
RangdC, ) '

f) Select the absolute minimal difference.

Dif (C, k)=

g) If this difference exceeds the limit for each objective, select the next minimum difference. If all
the limits have been exceeded, the algorithm ends.

h) Merge the groups whose difference is below the limits for the respective objective.
i) Recalculate the differences for this objective.

j) If any solution of the assembled groups is dominated, eliminate this solution. If not, return to
step f).

k) If the number of solutions/groups that remain non-merged is greater than the number of
required soutions/groups, return to step f).

Figure 2.23- Algorithm for the reduction of the Pareto set.

Table2.10- Pareto optimal set for extrusion example.

Operating Melt Power
Condition Temperature | Consumption
Q) (W)
A 192 560
B 178 770
C 169 1000
D 165 1450
E 166 1500
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Table2.11- Example of Pareto set reduction:
Values sorted and grouped in each objective— 1% iteration.

C1 —Méelt temperature (°C) C2 - Power consumption (W)
Group Operating Values | Difference | Operating Values | Difference
Conditions (%) Conditions (%)
1 A 192 519 E 1500 53
2 B 178 33(3) D 1450 479
3 C 169 11(2) C 1000 245
4 E 166 37 B 770 223
5 D 165 A 560

After the first iteration the minimum difference found in criterion C1 is 3.7% — i.e,, step f),
between groups 4 and 5, and since it is lower than 10% - step g). The next stage is to merge
these groups — step h), and ched for domination between them (Table 2.12) — step j).
Operating condition D is non-dominated by E, since it has a higher performance in criterion
C2, i.e., ahigher group, then this ®lution is not eliminated —step j).

Table2.12- Example of Pareto set reduction:
Ched for domination — 1% iteration.

Operating Groups

Condition C1l C2
E - 1
D - 2

After the 2" iteration the differences for criterion C1, where the groups 4 and 5 are linked,
neals to be recdculated (Table 2.13) —step i).

Table2.13- Example of Pareto set reduction:
Values sorted and grouped in each objective— 2" iteration.

C1 —Méelt temperature (°C) C2 - Power consumption (W)
Group | Operating | Values Diff. Group | Operating | Values Diff.
Conditions (%) Conditions (%)
1 A 192 519 1 E 1500 53
2 B 178 33(3) 2 D 1450 479
3 C 169 148 3 C 1000 245
4 E 166 4 B 770 223
4 D 165 5 A 560

The minimum differencein criterion C2 is now 5.3% between groups 1 and 2, i.e., operating
conditions E and D. Merging goups 1 and 2 and cheding for domination is caried out
(Table 2.14). In this case operating condition E dominates operating condition D, since they
belong to the same group in criterion C1, i.e., operating condition D will be eliminated in all
criteria.
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Table 2.14- Example of Pareto set reduction:
Ched for domination —2" iteration.

Operating Groups

Condition C1l C2
E 4 -
D 4 -

After reclculating the differences, the results are presented in Table 2.15. The minimum
difference found is now 14.8%, which is greder than the pre-defined acceptable limits (10%)
— step k), hence the process sops. The operating conditions A, B, C and E define the new
reduced Pareto frontier.

Table2.15 Example of Pareto set reduction:
Values sorted and grouped in each objective— 3 iteration.

C1 —Melt temperature (°C) C2 - Power consumption (W)
Group | Operating | Values Diff. Group | Operating | Values Diff.
Conditions (%) Conditions (%)
1 A 192 519 1 E 1500 532
2 B 178 33(3) D 1450
3 C 169 148 2 C 1000 245
4 E 166 3 B 770 223
D 165 4 A 560

Using thereduction of Pareto set with the GAs

The fundamental objedive of multiobjedive optimisation with GAs is to distribute the
population uniformly along the Pareto frontier and simultaneously to promote the progressive
displacement of this frontier towards the improvement of the individual objedives [GOL 89,
FON 93, HOR 94, SRI 95].

Starting with a set of solutions on the Pareto frontier, in any given generation, the method
reduces the number of solutions on the dficient frontier, while maintaining the dharaderistics
of the original set. This feature can be incorporated in multiobjective optimization with GAs,
by modifying the traditional algorithm in order to include the Pareto set reduction in each
generation and to define aranking scheme of the solutions that considers this reduction. The
number of individuals that belong to the Pareto frontier (N) is reduced acwrding to a pre-
defined number of ranks (k = 1, 2, ..., N_Ranks). The objective function value is calculated
acording to the sequence described in Figure 2.24.
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a) Pre-define the number of required ranks, N_Ranks;
b) First iteration, k =1,
c) While k < N_Ranks do:

U N g
1. Reduce the population down to kmaindividuals

2. For all the remaining individuals that do not have yet a rank from previous iterations, do
Ranky = k;

3. Go to the next generation, k = k + 1;
d) Assign the individuals to be classified as: Rank; = N_Ranks;

e) Calculate the objective function value from this ranking, using equation 2.8 or 2.9, where N is
replaced by N_Ranks and i by Rank;;

f) Select the individuals for reproduction by one of the available methods (e.g. roulette-well
selection).

Figure 2.24- Reduced Pareto set with GAs.

This algorithm can also include sharing for a more uniform distribution of the population
along the Pareto frontier. In this case, an additional step is inserted between steps €) and f) of
Figure 2.24, using equation 2.13 to calculate anew value for the objedive function. The
seledion presaure @an be @ntrolled by the value of N_Ranks (the smaller this value, the
greder the seledion presaure), which ranges between 2 and N. The determination of a precise
value requires an empirical study; acceptable values, that do not ater significantly the
performance of the algorithm, are usually situated between 10% and 50% of N.

This algorithm does not require scding objedive values during the Pareto set reduction.
Another advantage is the use of a unique parameter, N_Ranks (if sharing is not considered)

which is easy to determine.
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3- MODELL ING OF SINGLE SCREW EXTRUSION
3.1- Introduction

In a typical single screw extruder an Archimedes type screw rotates inside aheated barrel.
The screw has (at least) threedistinct geometrica sedions (figure 3.1): the feed zone, where
the dhannel depth is constant (H1); the cmpresson zone, where the dannel depth changes
along the ais; and the metering zone, where the channel depth is again constant but smaller

(H2).

Heaer band

1
FEED COMPRESSION METERING
Figure 3.1- Typical single screw extruder.

As gated previously, the objedive of this work is to optimise aitomatically this process
through the use of an optimisation algorithm (GAS), i.e., to define the processing conditions
(screw speed and barrel temperature profile), or the screw geometry that produce the best
system performance Since the inverse formulation of this process cannot be explicitly
obtained and the solution is probably not unique, the use of an optimisation scheme, like the
illustrated by figure 2.1, is adopted. The process modelling padkage has as inpu data the
polymer properties, screw geometry and processing conditions, and its results (output, melt
temperature, length of the screw required for melting, power consumption and degree of
mixing) are used to quantify the processperformance. The theoretical model must be sensitive
to changes on the input data, able to predict the required performance parameters and,
simultaneously, must produce results with low computation times (given the intense use
required by the optimisation algorithm).

The aility to produce reli able performance parameters and the sensitivity to the input data ae
usually acomplished via elaborate theoreticd mathematical models, which make use of
sophisticated, but time cnsuming, numerical schemes sich as finite elements [VIR 84,
ZHU 91, PAL 72a, PAL 72b, KIM 95, CHA 95, GHO 96, BRO 97]. Conversely, analytical
models [AGA 96, DAR 56, TAD 70, BRO 72, TAD 67, GRI 62], produce results more
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quickly but with lessacairacy, since the resolution of the mnstitutive equations is made with
some important simplifications. Thus, a cmpromise between these two approadhes must be
found. Results such as output, melt temperature, melt temperature distribution, power
consumption, solid profile, length of screw required for melting, degreeof mixing, residence
time distribution, pressure profile, are required for a relevant optimisation. For that, numerica
models based on finite differences [TAD 72, ELB 84, LIN 853, FEN 77] will be used
whenever possible. Since their computation time is incomparably lower than the obtained
with finite elements. The objective of this chapter is to present and discuss the computer
implementing of the mathematical models adopted for ead functional zone (seefigure 2.1).
These individual zones will be cnsidered sequentially and their boundary conditions will be
discussed. A global model of the extrusion process where the aim is the determination of the
operational point for a given extruder/die cmbination will be alopted.

3.2- Extruder geometry

Figure 3.2 illustrates a portion of the screw and barrel that is used to define the geometry of a
single screw extruder. The internal barrel diameter is Dy, the internal and external screw

diameters are Dj and Dg, respedively, and the screw pitch is S The dhannel depth H, is given
by:
3.1

The flight cleaance is J. The helix angle, 8, and the dannel width, W vary in the radial

diredion (at the roat of the screw, 6s and W, at the barrel surface, 8, and W) respedively:

1S [

6. = arctge C
) “Ho, £ (3.2)

1S [

6, = arctg& =
» =D, (3.3)
W, = Scosf, —e (3.4)

W, =Scosf, —e (3.5)
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The flight width, e, is measured in a diredion normal to the flights (as the dhannel width).
Generally, the number of screw flights in parallel, p, is 1. The dannel depth varies in the
compresson zone of the screw, between Hi and H:

H,=H,-AL, (3.6)

A isthe slope of the taper.

& 8

Figure 3.2- Geometry of an extruder screw.

Modern extruders have a number of additional features sich as grooved barrel sedions,
distributive and dispersive mixing sedions and barrier screws [RAU 86]. Only the grooved
barrel will be amnsidered in this work. The grooves can be longitudinal or helicoidal (figure
3.3). The groove width is by; the height (hy) is not constant, but deaeases linealy from a

maximum value & the beginning (hno) to zero.

Grooves

Section A-A

A Grooves A
- -
LI

Cooling channels
LONGITUDINAL HELICOIDAL

Figure 3.3- Barrd sedion with longitudinal and helicoidal grooves.
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Modelling plasticating single screw extrusion implies necessarily that a number of
simplificaions need to be made. Some of these ae aciated with the geometry of the screw
channel and to the cinematic conditions [TAD 70]:

a) The dhannel can be unrolled and treded as a
redangular cross dion, so that Cartesian
coordinates are used.
The earor introduced by this approximation is negligible, since the dannel depth is much
smaller than the screw diameter [TAD 70, FEN 79, STE 95]. Therefore, the dannel width

and the helix angle become @nstants given by their average values, W and 8 , respectively
(equations 3.7 and 3.8).

W = W, +W, (3.7)
2
g - 6, +0, (3.8)
2

b) The screw is dationary and the barrel rotates.
This simplificaion is usually adopted since it is easier to visualise ad study the extrusion
physicd phenomena. Tadmor and Klein [TAD 70] discussed this assumption for melt flow in
the melt conveying zone. They proved that the tangential velocity profile of an isothermal
Newtonian fluid flowing between two infinitely long concentric cylinders, is identical,
regardless whether it is the inner or the outer cylinder that rotates, i.e., they concluded about
the legitimacy of this assuumption. More recently, Rauwendall et al. [RAU 98] proved
experimentally that this assumption is justified. They derived analyticd equations for the flow
of a Newtonian fluid in a single screw extruder using two geometrical systems (flat plate and
cylindrical) and two cinematic conditions (rotating barrel and rotating screw). They concluded
that the velocities and the presaure gradients are exadly the same for the cylindricd system
and that for the flat plate system the differences are insignificant if the dhannel depth is small
relatively to the barrel diameter (H<0.2D).

Hence, one can define abarrel velocity (V) and its components (Vbx and Viz) on a Cartesian
system (figure 3.4).

V, =7IND, (3.9)
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V,, =V, cos8, (3.10
V,, =V, sin6, (311

where N isthe screw spedd.

Barrel

Pushing /Z‘ B railing
< W »

flight flight

Xy

Figure 3.4- Barrd velocity components.

3.3- Solids conveying

The solids conveying zone extends from the hopper until the locaion, on the screw, where the

first polymer pell ets melt.

HOPPER

The hopper of an extruder is generally constituted by a sequence of vertica and/or convergent
columns. The pellets are transported to the screw by the adion of gravity. During this process
a stressfield is developed in the pellets, which depends on the working conditions, static
(hopper closed, during the initial loading) or dynamic stressfields (hopper open, during the
discharge), figure 3.5 [WAL 66, WAL 73, THO 95]. In dynamic conditions two types of flow
can ocaur (figure 3.6), funnel flow or mass flow [THO 95], which depends on the mnverging
wall slop. The funnel flow occurs when the slop is shallow, this type of flow is undesirable,
and on the mntrary the massflow will occur when the hopper walls are sufficiently smooth.
Generally, the hopper on the extrusion process works open hut in quasi-static conditions
[WAL 66, WAL 73].

The presaure & bottom of the hopper is often considered as an initial condition for the
calculations on the solids conveying zone on the screw. It may be estimated by performing a
force balance on an elemental horizontal slice of bulk solids material [WAL 66].
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19v
A

static dynamic Funrd flow Mass flow

Figure 3.5- Stressfields for static anddynamic ~ Figure 3.6- Flow types for dynamic condtions.
condtions.

SCREW

The solids conveying zone has received less attention in comparison with the melting and
melt conveying zones [AME 89]. This is probably due to the difficulties associated namely in
considering that the solid bed does not behave & consistent block, as well as in determining
some important polymer physicad proprieties (such as bulk density and coefficients of
friction) which depend on processvariables like temperature, velocity and local presaure.

One of the first attempts to model this zone was caried out by Darnell and Mol [DAR 56],
who assumed that the flow of solids (i.e., the movement of a non-deformable elastic solid
bed) results from the difference between the friction forces ading on the screw surface and
barrel surfaces. Subsequent studies have been proposed, extended this analysis and considered
motion due to shea rates in polymer melt films surrounding the solid, non-isothermal
conditions, two-dimensional solid bed and fluid containing solid particles [CHU 71, BRO 72,
TAD 72, LOV 73 ATT 80]. The model developed by Tadmor and Broyer [TAD 72] deserves
a specia note, since the original Darnell and Mol’s analysis was extended to include the
thermal effeds that take place on the solid bed, particularly closer to the screw and barrel
surfaces.

This decale witnessed new theoretical and experimental studies. After verifying
experimentally that the pellets do not behave generally as a wherent bed, some aithors [ZHU
91, FAN 91] developed atheoretical model based on finite elements, which takes this fad into
consideration, but that introduces also four new material parameters that are difficult to
determine in pradice The Spalding and Hyun group developed a non-isothermal model for
starve-fed and for flood-fed extruders [STR 92, HYU 97]. A device for measuring solids
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conveying rates as a function of barrel and screw temperatures, screw speed, and dscharge
presaure was developed [HYU 96]. The results obtained with this model are mmpared with
experimental and theoretical data. The results seem to be reasonable, but they need some
additional work in order to be validated. Recently Campbell et al. [CAM 95 YAM 98]
proposed a model assuming that the solid bed behaves as an elastic fluid. The model remains
to be ompleted and validated. Finally, Spalding et al. developed methods that allow the
guantification of the bulk density and the friction coefficients as a function of temperature,
velocity and presaure, which are tested with several polymers [HYU 90, SPA 93, SPA 953,
SPA 95p].

Given the aurrent limitations of the most recent models for solids conveying, the presare
gradient and power consumption will be cmputed adopting the Broyer and Tadmor analysis
[BRO 72, TAD 72]. The temperature profile requires obviously a non-isothermal model,
hence the model of Tadmor and Broyer [TAD 72] will be modified and implicit finite
differences will be alopted. The method avoids the need of a numeric relation between the

value of the differences on the transversal and longitudinal diredions.

Presaure generation
Broyer and Tadmor [BRO 72, TAD 72] considered the following simplificaions:
» The pellets behave & a mntinuous elastic plug;
* The solid plug contads perfedly all sides of the screw channel and barrel;
» Theflight cleaanceis negleded;
* Thevariousfriction coefficients are cnstant;
» The polymer density is assumed to be constant;
* Gravitational and inertial forces are neglected.
The density and friction coefficients can vary with temperature, presaire, velocity and ather
variables if the alculations are performed on small down-channel increments.

From simple geometric considerations, the volumetric output is given by [DAR 56, TAD 70,
BRO 72:

tgptg, O pe (312

tgp+tg8, 7 (D, —H)sind

Q=m*NHD, (D, -H) E

where @is the solids conveying angle.
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The presaure profile is obtained from force and torque balances made on a differential down-
channel element, as own in figure 3.7 [TAD 70, BRO 72]. The forces include friction (F1)
between the barrel and the solid bed (ading in a diredion making an angle 6+¢ with the
down-channel direction), friction due to the contad of the solids with the screw roat (Fs) and

screw walls (Fs and F.), respedively, normal readions (F7 and Fg), and forces due to the
presaure gradient (Fs and Fy).

Figure 3.7- Forces acting on a solid bed element.

The presaurerise isgiven by:

_ @EBl -AK [ L
P, = Pl.expg B, + A K %ZE (313

where P, and P, are the presaures at down-channel distance z and z,, respedively. Aq, Ay, By,

B, and K are constants given by:

A = f W, sing+ 2.H f_ sing, +W, f_sing, (3.14)
A, = HWsinf (3.19
. ~ D . D, (3.16)
B, = f,W, cosp—-2.H f_sind, .cotgd D -W, f, sm@bcothSD—
b b
B, = HW cosd -
D, (3.17)
K = D sind + f_.cod
D, cosf — f_sind (3.18)

In these equations, fs, and fy, are the polymer-metal friction coefficients at the screw and

barrel surfaces, respedively.
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Power consumption

The mechanical power consumption in the solids conveying zone (g,) is the product of the

friction force d the barrel surfaceby the barrel velocity in the ¢ diredion. In turn, the latter is

the product of the local pressure by the interfacial area between the solid bed and the barrel
(P, fyW,d2) [BRO 72]:

de, =niND, f,W, P,cosp dz (3.19

Upon integration along the down-channel diredion:

e, =nND, f,W, P, Az cosp (3.20
where P, is.
P = P,-R

nPg (321)

The mechanical power consumption results from:

€ =Cw T Eus t &y T 6y (322
where e, , €, €, and g, are the mechanical power dissipated on the barrel surface on the

screw roaot, on the flights and for compression, respedively. The crresponding expressions
arel

sin@
=nND, f,W,P,Az—F—2—
S P ™ sin(, + ) (323
e, =nND, f.W, P az— 5% Sin6, 66,
sin(6, + ) sin6, tgo, (3.24)
e =7ND, f. P Az_SN® Sin6,, sinf,
" 7 " sin(g, + ) sind sing (3.25)

f, W, Esinqo cosh +%coscpsin6_§+ws f_sing, cose_gl—cotges tge_%%

" in sin@ P
e,y = TIND, HW— ¢ bPInHZE

sin(@, +9) sind " HP, (3.26)

with:
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- ©
_ Scod, (3.27)
1- €
Scosf,

£

Transversal temperature profile
The temperature profile in the solid plug can be predicted by solving the energy equation,

which depends on:

* hed convedion along the dhannel due to the polymer motion;

* hea conduction (in the radial diredion) due to the temperature gradients;

* hed conduction in the down-channel diredion.

The latter can be negleded when compared with the other two. Thus the temperature profile
along the screw channel can be described by equation 3.28, where the left term represents hea
convection and right term represents the hea conduction:

v 9Ty _, 9°T(y) (3.28)

¥ oz * ooy’
Vs, IS the solid bed velocity, T(y) is the aosstemperature profile (diredion y) and as is the
thermal diffusivity of the solid plug.
Friction at the polymer-barrel and polymer-screw walls and hea conduction from the barrel
increase the temperature of the solid plug (particularly nea the surfaces). Presaire,
temperature and relative velocity aff ect the friction coefficients, therefore, the temperature.

Figure 3.8 showsthe hea fluxes due to friction on the various surfaces on a differential cross
channel slice of the solid plug. The he& fluxes on the flights (gr) and on the screw roat (gs) are
generally negleded [TAD 72]. Heat generation on the roct of the screw will be considered in
this work, in order to define the location where the polymer reades the melting point and the

seoond part of the delay zone starts (as will be presented in the following sedion).

Equation 3.28 is Dlved considering that the hea fluxes (per unit surface) are defined by
equations 3.23 and 324 dvided by the surface where they act (W, Az and W, Az,

respedively). The hea generated at the barrel surfaceis disspated in two fluxes, one in the
diredion of the solids, the other in the diredion of the barrel [TAD 72]:

_ . 9T(y)

b — s +kb aT(y)
oy

dy (3.29)

y=H barrel
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where ks and k, are the thermal conductivity of the solid polymer and of the barrel (metal),
respedively.
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Figure 3.8- Heat fluxes dueto friction on solid plug crosschannel slice.

The evaluation of the conductive hea flux on the barrel is made using the barrel temperature
value (Tp), measured at distance b from the interface and considering a linea temperature
profile along the barrel thickness

T (y) =T

Y |\urel b (3.30)
where T isthe interfacetemperature.
It is more difficult to compute the hed flux on the screw, becaise the screw temperature is not

known. One @n either consider that the temperature a the screw surface (Ts) is constant (e.g.
equal to the inlet polymer temperature - Tg) or assumes an adiabatic screw. In this case, the

hed flux is:
0 =k, aT(y)
Y |y (3.31)

where k; is the thermal conductivity of the screw (metal).

Equation 3.28 can be solved using an implicit finite difference method, such as a Crank-
Nicolson scheme, together with the boundary conditions in the barrel (equation 3.29) and in
the screw roat (equation 3.31). The differential element in the y diredion (4y) will be
independent of that in the zdiredion (Az) [TAD 72, MIT 97]. The screw channel is filled with
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aredangular grid with sides parallel to the y and z axes (figure 3.9); Ay and Az are the grid

spacing (or differential elements) in the y and z directions, respedively. The @-ordinates of
the grid points (Y,Z) are given by:

EZ:iAz
withi=0,1,... Mandj=0,1, ..., N,
J \ /
-1 N
=0 i-1 i z

Figure 3.9- Finite diff erences grid.

The discretisation of equation 3.28 is made using central difference gproximations for the
first order derivative inthe zand in y diredions, respedively:

a_T - T.J _Ti—l,j (3-33)
0z|; | Az

a_T _ Ti,j+1 _Ti,j—l (3'34)
oy ” 2 Ay

Using the Crank-Nicolson scheme for the second order derivatives in the y diredion yields:
°T
ay?

10 —2T +T, +Ti—1,j+1_2Ti—1,j +Tiy 4 C (3.39
= -0 L
L 20 Ay? Ay* C
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Figure 3.9 shows the 6 points involved in these gproximations for calculating the
temperature in the point T(i,j). Repladng in equation 3.28 and rearanging:

—LT + SZ+C(_S —_ aS T —
20y T HAz Ayt HY 24y T (3.36)
aS Vsz
2Ay2 (Ti—l,j—l _2Ti—1,j +Ti—1,j+2)+ETi_1,j

where the temperatures on the left hand side ae unknown and the temperatures on right hand
side were cmputed in the previous dep, or correspond to the initial temperatures for z=0

(i=0). Replacing j by 1, 2, ..., N-1 produces a system of equations, that can be put in matrix

form:
AT =B (3.37)
H as Vsz as _ as 0 C
g 20y* Az AP 2 Ay? E
O a, Vsz as ag C
- - 0 (3.39)
0 20y Az AYE 24y C
|:| . e [
O .. ... L
0 a, V, a, a, C
] 0 0 - > + 5 - 5 C
0 2Ny Az Ny 20AY°
T =M, T oo Tona Tinl (339
O o, V,, C
Ay2 (Ti—l,o - 2Ti—1,1 +Ti—1,2)+ETi—1,1 C
C
a, V.,
3 Ay2 (Ti—l,l _2Ti—1,2 +Ti—1,3)+ETi—1,2 E (3-40)
= C
B=g. . =
DZA;Z (Ti—l,N—3 _2Ti—1,N—2 +Ti—1,N—1)+A_S;Ti—1,N—2E
O— Tion-e =2 Tignag + T J+ =2 Tins L
@A > ( 1,N-2 1,N-1 1,N) Az 1,N-1 5

Sincethis system has N-2 equations and N unknowns, the two boundary conditions (equations
3.29 and 3.31) producetwo extra equations:

ks _ ks
20y "0 2Ay

(3.41)

Ti,2 = _qs
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(3.42)
oy Ty e TG

Then, the matrix A (3.38) and the vedor B (3.40) are changed into:

k k
0o 0 - 0 0 0 0 [
0 2 Ay 2 Ay C
|:| aS VSZ aS as |:
02072 Dz By 24 0 0 0 ¢
o 28y" Az by y =
a V a a
D 0 S sz 32 S 0 0 E
A= B 2 Ay Az Ay 2 Ay EB' 43
0 e
0 v v C
a a a
B 0 0 0 s sz 4 s _ s 5 E
0 20Ay° DAz Ny 2 Ay C
U o 0 0 0o -k o K krC
H 2 Ay 20y bE
[(+q, L
U a, V,, C
E, Ay2 (Ti—l,o _2Ti—1,1 +Ti—1,2)+A_ZTi—1,1 E (3'44)
Uag V,, C
IEAyZ (Ti—l,l _2Ti—1,2 +Ti—1,3)+A_ZTi—1,2 E
B=t, v C
| sz L
% (Ti—l,N—3 _2Ti—1,N—2 +Ti—1,N—1)+A_ZTi—1,N—2 C
vV L
DA (Ti—l,N—Z _2Ti—1,N—1 +Ti—1,N )+A_SZZTi—1,N—1 E
El__bTb —0y E
O b C

The solution to this system can be obtained using, e.g., the method of Gausselimination with
partial pivoting.
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Barrel grooves

The output cgpacity of the solids conveying zone, as well its insensitivity to presare
fluctuations can be increased by augmenting the friction coefficient on the internal barrel
surface via machining longitudinal or helicoidal grooves on the barrel (figure 3.3).

Several theoretical and experimental analyse on the grooved sedion of extruders have been
caried out [BOE 90, POT 85, RAU 823, RAU 82b, GRU 84, RAU 86, POT 88, POT 89]. In
this work the influence of the grooves will be mnsidered through the use of an equivalent
friction coefficient (that depends on the grooves geometry) in the @nventional solids
conveying analysis. This equivalent (or efficient) friction coefficient will be determined by
the mntact of the solid bed in screw channel with the barrel flight tip surfaceand with the
solid bed contained by the barrel grooves. The influence of the grooves geometry (groove
depth, hy, and total groove width - number of grooves multiplied by the groove width, by) on
the performance of four methods to compute the equivalent friction coefficient is presented in
Appendix A. As expeded, total groove width is the relevant parameter, since the occurrence
of a transversal polymer flow on the grooves is determinant for their efficiency. For that
reason, the effedive friction coefficient only deaeases when the groove depth is sufficiently

small (towardsthe end of the grooved sedion).

3.4- Delay

The melting mechanism does not start immediately at the end of solids conveying zone (i.e.,
when the solid polymer closer to barrel surface reaches the melting temperature). Maddock
[MAD 59| and Tadmor et al. [TAD 67] reported a two-stage process(figure 3.10):

* The polymer in contad with the barrel surface melts first and forms a film at the barrel-
solid polymer interface. This film increases gradualy its thickness.
»  Subsequently, a melt pool appeas nea to the adive screw flight of the dannel and its

width increases until the entire polymer melts (this is the melting zone).

There ae, a least, two causes for this delay [AGA 96, TAD 67, KAC 72]. The initial melt
rather than acamulating rea to the adive flight will penetrate and fill the voids between
pellets, delaying the film formation. After the formation of the melt film, the melting
mechanism wil | only start when the thickness of the melt film exceels the flight clearance It
is common that the film thickness grows far beyond the value of the clearance, until that a
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sufficient crosschannel presaire, is able to push and deform the solid bed against the trailing
flight [KAC 72, AGA 96].

Melt film Méelt pod

|
' /

Active flank Pasgve flank
Figure 3.10- Maddock/Tadmor melting mechanism.

In principle, depending on the operating conditions, particularly the screw temperature, it is
possible that the polymer closer to the screw surfaces (walls and roat) reades its melting
point during the delay zone. As sen in the previous sedion, at the screw flanks and roct there
is, also, disgpation by friction, with a consequent gradual increase of the temperature of the
solid polymer. Therefore, the delay zone @an have two stages (figure 3.11), i.e, from a
specified screw locaion onwards a melt film near all screw surfaces can be formed, and can
be maintained through the melting length.

Delay zore| Delay zorell
Figure 3.11- Proposed two-stage delay zone.

DELAY ZONE |

As shown in figure 3.12, the solid bed contads the screw walls and root, where the local
temperature increases due to hea disgpation from friction. This mechanism is completed
when the solid polymer readies its melting point. Simultaneously, the solid polymer continues
to melt at the melt film-solid bed interface (the heated barrel and the intense sheaing
occaurring in the film contribute significantly to this process as will be seen later).

Kacir and Tadmor [KAC 72] developed a theoretical model for this zone that allows the
calculation of the film thickness profile, the temperature profiles in the film and in the solid
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bed, the presaure generation, the power consumption and the zone length. Additionally, the
model developed here considers:

* hea convedion in the down-channel diredion,
» hea conduction in the radial direction,

* hed convedion in theradial diredion.

y H A Ts

VA
IL»X 4 L >TS » T(Y)

Figure 3.12- Crosssectionfor delay zonel.

The following assumptions are established:

* Thesolid bed is an isotropic and homogeneous continuum;

* Meéelt lekage over the flight tipsis negleded;

* The molten polymer is an inelastic viscous fluid;

* Theflow is gealy;

* The solid-melt interfaceis smoath;

* The melt film flow is fully developed in the down and cross channel directions (i.e.,
N, /ox =0 and oV, 9z = 0);

* Gravitational and inertial forces are neglected.

Melt film

The momentum and energy equations are the following [ELB 84, LEE 90, HUA 93,
HAN 96]:

oP _ 9 [ oV, (3.45)
ox oy ayE
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P _5 (3.46)
oy
oP _ d [ 9V, (3.47)
0z ody[] oy E
oT 0°T (3.48)
c, V,(y)—=k_ ——+ny?
Pm Cp V. (Y) oz~ KM oy ny

where pm is the melt density, ¢, is the melt specific hed, kn is the melt thermal conductivity

and n is the melt viscosity, which will be @lculated using a temperature dependent power

law:
n =k, exg-a(T -1,)]ly"* (3.49
ko , &, To and n are constants and y isthe shea rate, given by:
| v, é v. éml/2 (3.50)
y = + 0
oy dy 0F

Sincethe le&age flow is neglected, the melt must redrculate in the x-direction:

Lécvx(y) dy=0 (3.5)
where Jc is the melt film thickness.

The relevant boundary conditions are:

V.(y=0)=0 v, (y=0)=V, O(y=0)=T,

A (y=8)=V, B(y=8)=V, H(y=5)=T, (352)

where Tr, is the melting temperature.

The resolution of equations 3.45, 3.47, 3.48 and 351, coupled to the boundary conditions
3.52, provides the melt film velocity and temperature fields. The mesh is similar to that shown
in figure 3.9, where the y coordinates vary between y=0 (solid-melt interfacg and y=4c (the
film thickness). The eguations are non-linea, since the viscosity depends on the temperature
and on the velocity field, thus involving the use of a specific finite difference discretisation
[MIT 80, ZIE 83]. The solution of equations 3.45 and 347 can be obtained using the implicit

Crank-Nicholson scheme.
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_:_D 2 +
Ix ZD Ay (3.53
H

U

N 1 VY% ju E—’ /A 1%”9,] VX a0

ijs + i —5 I'J_E |:|

2 U

H

- +
Az 2% ny*?
E (3.59)
U
n . 1Vz E—’ R E\/Zi,j HL/ANE Vz 40
j+= J+5 ] 2 L 2 U
2 U
H

where ., isthe viscosity calculated using equation 3.49 with an average temperature and

i-1,j+=

2
shea rate:

2

y= Xigjs ~ VX + H‘/Z““ﬂ ~Va, S]/ (3.55

Y H Ay H
T =t F Ty

. (3.56)
n. . n. ,andn | arecomputed using asimilar rule
iLi-5 i L

The differential terms of the energy equation (3.48) need to be replaced by equations 3.33 and
3.35, respedively.

pove, T

eV, (357)
K lgr‘,m —2Ti +Tija +Ti_1’j+1 Rl TR TS S"’ (’7 Vzl
"2 oy ay? o
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Substituting j by 1, 2, ..., N-1, produces a system of equations that can be put in matrix form
asin equation 3.37. The system is completed with equation 3.51 and with an equation for the
massflow rate in the melt film, obtained by a massbalance.

Figure 3.13 shows the iterative procedure for the simultaneous resolution of equations 3.53,

3.54 and 357, where V«(y), VAY), Z—P P and T(y), neal to be determined for sedion i. The
X

numerical resolution is similar to that of the solids conveying zone, when equation 3.28 is put
in matrix form (equation 3.37).

Initial valuesfor:
V%,;(y) (e.g., alinear profile between Oand V)
Vz,(y) (e.g., linear variation between Vg, and V)
To;(¥) (e.g,, linear variation ketween T, and T,)
do{
do{
solve gjuation 353 (to oktain Vx;; and dP/dx)
solve ejuation 354 (to oktain Vz; and P))
} while (Vx;;, dP/dx, Vz; and P; have not converged)
solve ejuation 357 (to oktain T;)
} while (T;; hasnot converged)
Figure 3.13- Method for solving a system of nontlinear differential equations.

Solid bed

Here, a displacement of the solids towards the melt film must occur, due to melting [TAD 70,
ELB 84]. An additional term in the energy equation (the hea convedion in the radial
diredion) must be included.

2 3.58
v, T,y 0T, 0°T(y) (358
ay 0z oy
where Vy, is the velocity towards the solid-melt interface.

At the screw root the hea generated by friction dissipation has two components, one in the

solids direaion, the other in the screw diredion.

— 9Ty

=k, —k aT(y)
oy

p

y=0 oy

(3.59)

y=0
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The screw temperature must be known. As referred previously this is not an easy task. An
empirical equation suggested by Cox and Fenner [COX 80] will be alopted:

T.(2) =T,[1-exdB 2)]+ T, ext(B 2) (3.60)
where:
-T (3.61
|n m b E
so _Tb
B =
y4

and z, isthe helical distance between the hopper and the locaion where the lower and lateral
melt films first appeas.

The discretisation of equation 3.58 is identical to that of equation 3.28.

M assand heat balances over the solid-melt interface

The behaviour of the melt film and of the solid bed can be @upled through mass and hea

balances in the interface The mass flow rate in the melt film (ri,.,, ) is determined by the

rate of melting over the interface (Rc): seefigure 3.14, which represents an elemental portion
of the interface between the melt film, C, and the solid bed A (seealso figure 3.12).

My, =My, +Re (3.62
where:

5, (3.63)
mc\z :Wc pm IVZ (y) dy
0

Re =p¢ V, Az W, (3.64)
where ps is the solid bed density and the indices cjz and cjz+az refer to the down-channel

increment z and z+Az, respedively, in zone C.

The massflow rate in the solid bed (Mg, ,,) is.

mA\z+Az = rhA‘z - RC (365)
where:
hy, =P Ve (H,, W,) (3.66)

and Hy isthe solid bed height. Then, the total massflow rate () is:
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rhT = I’hA\z+Az + I’hc\z+Az (367)

Finally, ahed balance over the melting interfaceyields:

k%’i% —ksgi% = p. AV,
ay y=H -4, ay y=H -0,

M,

(3.69)

Z+AZ
/ 7mA|z+Az

@)
4

y r'nq/ Rac

z

Z / A
X mAlz
Figure 3.14- Mass balances over the soli d-melt interface.

Pressure gradient

Force and torque balances, identicd to those caried out for the solids conveying zone allows
the computation of the presaure profile. Here, a viscous force replaces the friction force a the
barrel wall [KAC 72]:

F, =TW,dz (3.69

where T isthe shea stress For isotropic pressure distribution and constant channel depth:

D ™, (cose Ksm@)@ OB, +AlK
P=P, —1

where:

A =Wtgasind + 2.H f_sind, +W, f_sinb, %osa +S'IfﬂE

S

(3.71)

B, :VVtgorcosE_?R —-2H f_simg, .cotgé_?.R
Db Db

-W, f, osa + 29 inebcotges&
fs Db

(3.72)
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A,, B, and K are defined by equations 3.15, 3.16 and 3.17, respedively, and the mean shea

rate, y , used to compute T is:

—  V,sing, (3.73
y Y 7 SEAY
J. sin(6, + o)

Power consumption
The mechanical power consumption can be alculated following the procedure presented for

the solids conveying zone, but replacing the mntad with the barrel by a melt film. Then,
equation 3.22 becomes [KAC 72]:

€, =€ T TEy T€, (3.74)
where e, isthe power dissipated on the barrel surface given by:

| i 3.7
&, =IND,TW,Z,— 0 (379
sin@, +¢)

DELAY ZONE II
This zone @rresponds to the dassic delay zone studied by Chung [CHU 71, CHU 75| who

developed a model predicting the presaure profile assuming isothermal conditions.

Instead, in thiswork this zone will be considered as a particular case of melting where the five
distinct sedions represented in figure 3.15 can be identified [ELB 84, LIN 854]. In this way,
physicad compatibility between adjacent functional zones is ensured.

Figure 3.15 Crosssectionfor delay zorell.
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The solid bed (A) is surrounded by melt films adjacent to the barrel wall (C), the screw roct
(E) and the acive (B) and trailing screw flights (D). The delay zone Il differs from the
melting zone only in terms of melt pool B. The transition of the former to the latter is
prescribed by the thickness of B reaching the channel depth [ELB 84]. Whereas in the delay
zone Il section B is a melt film and calculations will be caried out in the x-direction, in the
melting zone, sedion B is a melt pool where the melt recirculates, hence atwo-dimensional
approacdh will be followed. The model will be presented in the next sedion.

3.5- Melting

A schematic representation of the melting mechanism in aredangular channel crosssedion is
shown in Figure 3.16.

Figure 3.16- Crosssection for melting.

Different forms of the momentum and energy equations describe e&h of the five individual
regions. Boundary conditions and force hea and mass balances will complete the equations
available.

The main assumptions include [ELB 84, LIN 854]:

* Thesolid bed is an isotropic and homogeneous continuum;
* Meéelt lekage over the flight tipsis negleded;

* The molten polymer is a purely viscous fluid;

* Theflow is gealy,

* Thesolid-melt interfaces are smooth;
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* The flow of the melt films is fully developed in the down and cross channel diredions
(i.e.,, 0Vi/ox = 0 and 0V/0z = 0);

* The temperature field, of the melt films is fully developed in the aosschannel diredion
(i.e.,dT/ox = 0), but not in the down channel diredion (i.e., dT/0z # 0);

« Hea conduction in the down channel diredion is negleded (i.e., 0°T/0Z << 8°T/0y?);

» Gravitational and inertial forces are neglected,;

* The solid bed velocity is constant (this has been reported as producing the best results,
especially in association with crosschannel flow [LIN 85a, LIN 85h]).

Momentum and energy equations
a) Méelt films (C, D and E)
Given the dove asumptions and the development of crosschannel melt circulation around
the solid bed, the momentum and energy equations for films C, D and E are identical. Region
D can be mnsidered as an extension of region E, as suggested by previous experimental work
[ELB 84]. The flow and the thermal behaviour of regions C and DE can be described by
equations 3.45to 3.50 with the following boundary conditions:

V,(y=0)=0 V,(y=0)=V,, [T(y=0)=T, (3.76)
Y (y=dc)=-Vy, (y=8.)=V,, O(y=6,)=T,

for region C and

V,(y=0)=0 [V/,(y=0)=0 [T(y=0)=T, (3.77)
V(y=80e)=0 F(y=0e)=V,, HT(y=0pe)=T,
for region DE.

b) Melt pool (zone B)

When the melt pool width (Ws) is equal or greater than the screw channel depth recirculation
takes place, i.e., dV./dyz0. Otherwise, B will behave & C (i.e., delay zone prevails). During
melting, the momentum in the z diredtion and energy equations (3.47 and 3.48) take the form:

P _0 avz&a OVE (3.79)

9z ayD ox [ oy
L (3.79
Ty

Pm C, V(y)— %

where the shea rateis given by.




85

3.80
_ V, é v, %VZ é 5 (380
y = + + O
ay gox g ay H
The boundary conditions are:

D/z(X:O):O D]'(x:()):TS
WV, (x=W,) =V, F(x=W,)=T,

V(y=0=0  F(y=0=0 Lry=0-=T,
x(y:H):_Vbx alz(y:H):Vbz Er(y:H):Tb

(3.81)

) Solid bed (zone A)
The solid bed is considered to move in the down channel diredion at constant velocity:

vy =M HW (382
TP

Different hea conduction and disdpation rates occur in the two opposite sides of the solid bed

and cause an asymmetrical temperature distribution. Consequently, region A can be sub-
divided in two (seefigure 3.17):

y , 3.83

Vg Ty, +£0T51 _ 0 T251 (d< y<Hg) ( )
a, dy a, 0z dy

, 3.84

Vy, 0T, +\£6T52 _ 0T, (0 < y<d) ( )

2

a, oy a, 0z oy

where V1 and Vg2 are the solid polymer velocities in the diredion of the melt films C and E,
respedively, Tq and Ty are the temperature profiles for sub-regions 1 and 2, respedively, and
disthedistancein they diredion suchthat T, (y=d)=T,(y=d).

The boundary conditions for these regions are:

Sub-region | Sub-region I

Sl(y:HS,z):Tm 52(y:O,z):Tm (3.85)
S O T PR
5 oy H oy

Distanced is calculated through an iterative process starting with an initial value (for
example, Hy2/2) until the temperature & d for the two regions is equal.
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Figure 3.17- Solid bed sub-regions.
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Massand heat balances
Taking into acount melt recirculation around the solid bed, the mass balance for region C is

(seefigure 3.18, which represents an elemental portion of the interface of the melt film, C,
and the solid bed, A; seealso figure 3.16):

rhC|z+Az = qu - rh()qz + rhDE>42 + RC (386)
. b (3.87)
rnC|z :Ws|z pm I\/z( )(y) dy
0
' o (3.88)
ey, =82 py, [V ¥ (y) dy
0
' o (3.89)
Mpgy, = Az p,, J’\/x( )( y)dy
0
Re = Ps Voy, AZW,, (3.90)
where:

my,  down-channel mass flow rate,
m.,, netflow rateto the melt pool, inthe x direction,

Mye,, Crosschannel flow rate into the film from DE.

Inthe ebove ejuations dpgy is the thicknessof melt film DE.
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TR e

|z rhDEx|z
Figure 3.18- Mass balancefor region C.

The mass balance for zone DE vyields (see figure 3.19, where an elemental portion of the
interface between the melt films, DE, and the solid bed, A, is represented, see also figure
3.16):

Mpgpen, = Mpg, ~ Mpgy, T Mgy, + Ry + Re (3.9])

where:

Mpg, down-channel mass flow rate:

o (3.92)
Mo, = We + H,), 0w V22 (y) dy

0

mg,,  rateof melt circulation throughthe melt pool in the x-y plane,

R, melting rate over the interfaceA-D for an increment Az,
R: melting rate over the interfaceA-E for an increment Az
Ry +Re = P, Vi, Az (W, +H,) (3.93)
. mDE|z+Az
Mpey L/
Mey;, Re V D
L Ay e z+Az
Ry
E ~ W ,
mDE|z

Figure 3.19- Mass balance for region DE.

The mass balance for the solid bed A is (see figure 3.20, where aportion of the interface
between the melt pool, B, and the solid bed, A, is represented):
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Myene =My, = (Re + Ry + Ry +Re) (3.94)
with:
I’hA]z = ps Vsz (H s Ws )|z (395)

Finally, the mass balance in the melt pool B (figure 3.20) produces the two following
equations, which allow the alculation of g, .

Mg,ip, = My, — Mgy, T M, + Ry (3.96)
I’hB|Z+AZ = mT - (mA|z+Az + I’hC|z+Az + mDE|z+Az) (397)
« mB|z+Az RC T A mA|z+Az
J Fe
4 S z+Az R;i — T z+Az
B rrbx|z A
NV Z A
S m
rnB|z i rnBy|z Az l RE

Figure 3.20- Mass balances for regions A and B.

The solid polymer velocity in the diredion of the melt films C (Vy1) and DE (Vy) can be
determined by hea balances over the interfaces A-C and A-DE. The @rresponding equations

are, respedively:

oT aT (3.99)
ka_y |a-c merr —Ks a_y |a-c soiid = Ps A Vau

oT

oT (3.99
Ks dy |a-0E soid _kEL\—DE,men: ps A \

Force balances

The analysis is completed with the equilibrium of forces ading on the solid bed inthe x and y
diredions:

a_P(C) +a_P(DE) _ Z(Ty)qDE +Tyx1C) (310@
0X 0x H,
a_P(C) +6_P(DE) _oP a_P(B) (3.10)
0z 0z 0z 0z
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and with a @ndition of presaure @ntinuity along the solid bed:

op© ap(°®) (3.102

Ws =+ (Ws+Hs)
0X 0X

where Type and Ty are the shea streses ading on the interfaces A-DE and A-C,

respedively.

The various system of equations are subjected to the following geometric constraints:
O, +H +d, =H (3.103
W, +W, + 9, =W (3.104

The discretisation by finite differences is similar to that presented to the other differential
equations.

Power consumption
The mechanical power consumption for the melting zone (e,), results from the cntributions

of the power disspated on the melt films C (g,yc) and DE (g,4pg), On the melt pool (e,,;), on
the flight clearance (e,,,) and the power required to build up pessure (emp):

€n = €nic t Enipe T €np t €t T Epp (3.109

The power required for sheaing the melt films and the melt pool results from the relative
velocity between the metal surfaces (barrel and screw) and the solid bed:

T E V() tn(9) V) 10y exlizaly
] B VT Valy) T ! (3.109
e:
Joy

where 1y« and 1, are the shea stresses in the diredions x and z, respedively.

The integral in diredion y is due to the variation of the velocities in this diredion; a weighted
average is computed. For melt film C the corresponding expresson is:

O
I\Ns AZ (\/X|C Ty)40 +VZ|C Tyz!C }jy
— 0

eme -

' (3.107)
[dy
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where Ws is the solid bed width and Wa*Az is the aeawere the shea stresses ad. For melt
filmDE is;

5DE

IMS + Hs)AZ (VXIDE Tywoe T Vaoe Tyioe )dy
-0 (3.108

5DE

d
! y

where Hs is the solid bed height and (WstHg)*Az is the aea were the shea stresses ad.

emeE

Finaly, for the melt pool:

H

IWB AZ (\/X|B Tyx]B +VZ|B Tyz|B )jy
e =2 (3.109

where Vg and 1y are the average values for ead y, sincethey vary with x and y. The power

consumption on the flight clearance and the required to build up pesaire ae, respedively:

= \/bl+n—:(0eAz
f (3.110
oP
embp = QEdZ
(3.111)

3.6- Mdt Conveying

The melt conveying, or pumping zone, develops after melting is completed. It contributes to
mixing and to generate the required presaure to forcethe polymer through the die & a specific
output. This, is the most studied functional zone since it determines the mass output of the
extruder and its working charaderistics can be inferred from a fluid mechanics analysis,
without the neal of extensive experimental work. Most theoretica analyses published so far
considered the following type of simplificaions[AME 89, RAU 86]:

* Polymer rheology — purely viscous Newtonian or non-Newtonian fluid.
» |sothermal or non-isothermal conditions.

*  One, two- or threedimensional flow.

* Down channel convedion effeds— included or negleded.

» Le&kage flow through the screw tips — included or negleded.
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» Existing or not existing dlip at the walls.

Table 3.1 summarises the asumptions made in the melt conveying models, acwording to
Amellal et al. [AME 89]. Fenner et a. [FEN 77] compared experimental results with
theoretical results obtained using various models. They conclude that, for most pradical
purposes, atwo-dimensional analysis of developing non-isothermal non-Newtonian flow gave
the satisfadory predictions.

Table 3.1- Assumptions of melt conveying models (individual
references are given in the review by Amellal et al. [AME 89)).

Models Asamptions

1 2 3 4 5 6
Rowell and Finlayson Y Y 2 N N N
Carley and Strub Y Y 2 N N N
Carley, Mallouk and Mckelvey Y Y 1 N N N
Carley and Mckelvey Y Y 1 N N N
Mallouk and Mckelvey Y Y 1 N N N
Mckelvey, Jepson Y Y 2 N N N
Squires Y Y 1 N N N
Mori and Matsumoto N Y 1 N N N
Griffith N Y 2 N N N
Squires N Y 1 N N N
Middeman N Y 2 N N N
Zamodits and Pearson N N 2 N N N
Dyer, Martin N N 2 N N N
Kaiser and Smith N N 2 Y N N
Donovan N Y 1 Y Y N
Fenner and Will iams N N 2 Y N N
Palit and Fenner Y Y 2 N N N
Palit and Fenner N Y 2 N N N
Pittman et al. Y | Y 2 N Y N
Choo, Hami and Pittman N Y 2 N Y N
Viriyayuthakorn and Kassahun N N 3 Y Y N
Brucker e al. N N 2 Y Y N
Meijer and Verbrask Y Y 1 N N Y

ASSUMPTIONS: 1- Newtonian flow, 2- Isotheremal model, 3- Number of
dimensions considered, 4- Convedion included, 5- Leakage flow taken into
acoount, 6- Slip at wall exigs.

More recettly, new studies have been reported (see table 3.2). Joo and Kwon [JOO 93]
studied the effed of the 3D circulatory flow on the residence time distribution. Kim and
Kwon [KIM 95a] suggested a smple gproac to determine the screw charaderistics for 3D
flow, by introducing a Total Shape Factor to correct 2D flow analysis. They also compared
the results of a quasi 3D model and of 2D model considering slip and concluded that Slip
effeds are very significant [KIM 95b]. Chiruvella et al. [CHI 95b] developed a 2D non-
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Newtonian non-isothermal model based on finite differences. Chang and Lin [CHA 95
developed a hybrid finite element finite difference method for simulating the non-Newtonian
non-isothermal melt flow on the screw channel. The velocity and presare fields were
obtained using finite elements whereas temperature is computed using finite differences.
Lekarou and Brandao [LEK 96] proposed a non-Newtonian non-isothermal model where a
finite difference/finite volume method was used to solve the governing equations. More
recantly, Ghoreishy and Rafizadeh [GHO 96] developed a numerical algorithm based on the
finite element method to solve the flow and energy equations under non-Newtonian and non-
isothermal conditions. A least squares finite element method is used to solve the flow
equations, whereas the energy equation is ®lved with the Bubnov-Galerkin formulation.
Cheng et al. [CHE 97] studied the effed of the slip at the screw and barrel using a simple
analytical model. Finally, Yu and Hu [YU 98] compared the results obtained with two simple
analytical models, one asuming the traditional parallel plates geometry, the other a helical
channel. They concluded that the second model reduces to the first when the dannel depth-
to-screw diameter ratio approaches zero. However, the use of these most sophisticated models
nedls to take into consideration the high computation times (principally when finite elements
are used) that areinvolved.

Table 3.2- Assuumptions for the melt conveying models.

Models References Asamptions

112, 3] 4] 5] 6
Joo and Kwon [JOO 93] N|Y|3|N|N|N
Kim and Kwon [KIM 953 N|Y|3|N|N|N
Kim and Kwon [KIM 95H N|Y | 3|N|NJY
Chiruvella, Jaluria and Abib [CHI 950 N|IN|2|Y|N|N
ChangandLin [CHA 95] N|IN|2|Y|N|N
Lekarou and Brandao [LEK 96] N|IN|2|Y|N|N
Ghoreishy and Rafizadeh [GHO 96] N|IN|2|Y|N|N
Cheng, Xie, Bigio and Briber [CHE 97] Y| Y| 1|N|NJY
Yu and Hu [YU 99 Y|Y|1|N|N|N

ASSUMPTIONS: 1- Newtonian flow, 2- Isotherma model, 3- Number of dimensions considered,
4- Convedion included, 5- Leakage flow taken into acocount, 6- Slip at wall exigs.

The model adopted in thiswork must be @mherent with the previous zones and must be @le to
predict the most relevant process variables (pressure gradient, power consumption,
temperature profile, residence time distribution and degree of mixing). The non-isothermal

two-dimensional flow of a non-Newtonian fluid, in the presence of convedion must,
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therefore, be mnsidered. Figure 3.21 presents the velocity and the temperature profiles for
this zone. The following assumptions are made [FEN 77, FEN 79]:

» Gravitational and inertial forces are neglected,;

The molten polymer is a viscous fluid obeying to the power-law;

* Theflow is gealy;

» Ledkage flow and wall slip are negleded;

» Theflow isfully developed in the down and crosschannel diredions (i.e., dVyx/0x = 0 and
0V/0z = 0);

* Thetemperature field is fully developed in the aosschannel diredion (i.e., dT/ox = 0);

+ Hea conduction in the down channel diredtion can be negleded (i.e., 0°T/0Z << 0°T/0y?).

.
QNS 25 EU SN /28 W U T(y)

Figure 3.21- Crosssectionfor melt conveying zone.

\ 4
-

Under these mnditions, the governing equations are identicd to those for the melt pool in the
melting zone (equations 3.45, 3.46, 3.78 and 3.79). The relevant boundary conditions are:

V,(y=0)=0 V,(x=0)=0  [I(x=0)=T,
y=Hy=-v,, Rix=wy=o Fx=w)=T,
,(y=0=0 Sf(y=0)=Ts

B, (y=H)=v,, B=H)=T,

(3.112

Power consumption
The power consumption (e,) results from the contribution of the power dissipated on the

screw channel (e,,) on the flight cleaance (e,y) and from the power required to build up

presaure (e,,) which are given by equations 3.109to 3111, respedively [TAD 70, RAU 86).



94

Residencetimedistribution (RTD) and mixing
The degree of mixing of a particular melt increases with the generation of interfacial area

between its individual components and with the average flow residence time inside the
extruder. The increase of interfacial areais proportional to the growth of shea strain of the
melted polymer. The stressexperienced by each polymer particle varies with its position in
the screw channel. Particles close to the barrel and to the screw root suffer a greater level of
stressthan those in the centre. Therefore, the average strain can be used as a relatively simple
but satisfying criterion to quantify the degreeof mixing in an extruder [PIN 70, BIG 73, BIG
74).

Pinto and Tadmor [PIN 70] computed the Residence Time Distribution (RTD) and the
“degree of mixing” (by means of a weighted-average total strain - WATYS), assuming the
isothermal flow of a Newtonian fluid between paralel plates. Bigg [BIG 73, BIG 74]
developed a two-dimensional non-Newtonian isothermal model predicting the residence time
and strain distributions. The velocity gradients on the x and z diredions (Vx(y) and VAy)) are
computed numericaly, assuming constant melt temperature and that V, only varies withy.

The model used in this work follows generally the Bigg's [BIG 73, BIG 74] analysis, but
asumes that the velocity on the z diredion varies with x and y and that flow is non-isothermal
(equations 3.45, 3.46, 3.78 and 3.79). Since the molten polymer recirculates in the x diredion,
it isimportant to define the position that the same element of fluid occupies in upper (y) and
lower (yc) portions of the dhannel (Figure 3.22). These positions can be clculated from:
(1113

[V (yky+ [V (y=0

The time fradion that a fluid element spends on the upper portion of the dannel is t;
(consequently, on the lower portion is 1-tf).

ty =
AV (1114

V(y.)
Eadh path-pair has aresidencetime asociated with it - t(y):

Ol

where V| (y) isthe velocity in the diredion of the screw axis, calculated from:
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Ve (y) =V, (V) +V, (y)|siné cosh (1119
and V, (y) is the average of the V,(x,y) velocity in x diredtion, i.e.:

(1.117)

V,(y)= ;v (. y)/(N +1)

where N is the number of increments (seefigure 3.9).

Figure 3.22- Circulation d a melt element along the upper and lower paths.

The weighted average total strain (WATS) can be lculated by integrating the strain

experienced by aparticle - /y) - with resped to the residence time distribution function — f(t):

= (1.118
7= [y(y) £(t) ot
0
The residencetime distribution function is obtained from:
dlQ +q:) (1119

f(t dt:ﬁ
b Q +Qc

where f(t)dt is the fracion of melt whose residence time lie in the range t to t+dt, Q +Q’¢ is
the total volumetric flow rate (i.e., Q), dQ" and dQ . are the differential flow associated with
the neighbourhoods of planesy and y., respedively, so that:

d(Q + Q)= (y)+ V. (y. )| dyW (1120

The average velocities are alculated from equation 1.117 for the @rresponding y values.
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The strain undergone by a melt element (necessary in equation 1.118) is given the shea rate
multiplied by the time of sheaing. A particle stays in the extruder a time t(y), of which t; is
spent in the upper path and 1-t; in the lower path. Consequently, () is calculated from:

v(y)= () ty)t, +vlye)ty) L-t,) (L.121)

where the total shea rates in the upper and lower paths are determined with the aid of
equation 3.80 with the following modification:

oV, _ ivz (Xw)’)

0X N+1

(1.122)

3.7- Computer implementation

This sdion describes the mmputer implementation of the individual models described
previously. Routines for ead one ae initially developed. Then, a global model is built up
through a coherent linkage between adjacent zones.

As depicted in figure 3.23 and described in greder detall in figure 3.24, the dgorithm
estimates two initial output values (from the screw geometry in the melt conveying zone and
the screw speed) and caries out calculations along the down-channel diredion. The down-
channel length is divided into small increments. The variables calculated for element i will be
used as input data for element i+1. The predicted pressure & the die exit is used as a
convergence aiterion. If this pressure is lower than € (a sufficiently small value) the program
stops, otherwise alditional computations are caried out with new output values (defined by
the Secant Method - figure 3.24). If a maximum number of pre-defined iterations are reached
without convergence, this means that the input data (material properties, system geometry and
operating conditions) is not adequeate.

Simultaneously, another global model of the extrusion process (implemented previously
[CUN 94]) will be studied. The model only differs in the theoretical models used for the
individual zones, where analytical models are used (except in the clculation of the solid bed
temperature profile for the solids conveying zone). Take into aacount the type of individual
models used, the algorithm described and implemented here will be named numerical,
whereas the other algorithm will be named analytical. Table 3.3 presents a comparison
between the two in terms of the models used for the individual functional zones.
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Start

Y
Define:
Q,andQ,

>

Y

*Hopper
+Solids Conveying
*Delay For each AZ

*Melting
*Melt Conveying

|

Die

No

Yes

End
Figure 3.23- Global program structure.

Q

P, =f( Q) [using the modelling routine]:
[Hopper, Solids Conveying, Delay Zone |, Delay Zone I
OR Melting, Melt Conveying and Die]

P, =f( Q) [using the modelling routine]:
[Hopper, Solids Conveying, Delay Zone |, Delay Zone I
OR Melting, Melt Conveying and Die]
Iteration = 2
do {
L ( IDi teration” IDi terati 0n—l>0) {
[permUte Q teration-1 with Q terati on]
[permUte IDi teration-1 with IDi terati on]

Q — Q — (Qileration—l B Qileration)(Pileration B Pileration—l)
iterationrl — “iteration P
1_ iteration
P

iteration-1

Piteration+1 = f( Qteration+1) [USING the modelling routine]:
[Hopper, Solids Conveying, Delay Zone |, Delay
Zone Il OR Melting, Melt Conveying and Die]
iteration = iteration +1
}  while (( Piteration+ss >€) or (iteration < maximum n° of
iterations))

Figure 3.24- Global algorithm.
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Table 3.3- Comparison between the analytical and the numerical models.

Analytical model
*  Hopper
- Walker [WAL 66] analysis (static
load ng conditions)

* Solids conveying zone
- Tadmor and Broyer [TAD 721 non-
isothermal solid plug

* Delay zone
- Tadmor and Klein [TAD 70] is used to
estimate the zne length
- Chung [CHU 75 is used to compute
the presaure profile

* Meélting zone
- Tadmor [TAD 70] threezone melting
model, with a power law temperature
dependent fluid
- Melt temperature was computed
asuming Mscous disgpation with
isothermal barrel and adiabatic screw
[AGA 96|

* Mgédt conveying zone
- Non-Newtonian model [TAD 70|
coupled to the &ove average melt
temperature gproach

Numerical model
Hopper
- Walker [WAL 66] andysis (dtatic
load ng conditions)

Solids conveying zone
- Non-isothermal solid plug, with hea
disgpation at all surfaces

Delay zone

- Two sequential steps:
1. Solid bed and a melt film near to the
inner barrel wall (with heat convedion on
theradial andlongtudinal diredions)
2. Solid bed surrounded by melt films

M €elting zone
- Lindt et al [LIN 85 ELB 84] 5-zone
model

M€t conveying zone
- 2D non-isothermal flow of a non-
Newtonian fluid [FEN 77]

Hopper

The hopper is considered as a sequence of vertical and/or convergent columns containing
loose pellets. In figure 3.25 Py is the boundary condition for sedion 1, P; is the presaure &
bottom of sedion 1 (and boundary condition for sedion 2), and identically for P, and P;
(which correspond to a boundary condition for the solids conveying zone in the screw). The
input data for cdculating the vertical presaure profile include the pellets physical properties
(density and internal and external friction coefficients), the system geometry and the height of
material in the hopper.

Solids conveying in the screw
The input data comprises the system geometry, the physical and thermal polymer properties

and the local operating conditions. Below the hopper aperture the presaure is assumed to be
constant and equal to the presaure & the bottom of the hopper. The @lculations in this zone
are made along small down-channel increments, where the polymer properties are up-dated




99

for the local pressure and temperature conditions (see figure 3.26). This zone ends when the
material adjacent to the barrel surface reades the polymer melting temperature. At that
location the presaure, the solids conveying length, the power consumption, and the transversal
temperature profile ae known.

P,=0
—  ©® e
(2
I:)2
3
P3

Figure 3.25- Hopper geometry.

Delay zone
The entry conditions from preceding zone provide the possibility of predicting pressure, film

thicknessand transversal temperature profiles in the solid bed and in the melt film along the
down-channel direction. When the temperature, nea to the screw roct, reades the melting
point, the 2one ends. This zone leals either to a delay zone Il or to the melting zone (as stated
before, the delay zone Il is a particular case of the melting zone). The computation algorithm
is presented in figure 3.27. At the end of this zone the zone length, the film thickness, the film
and solid bed transversal temperature profiles, the pressrre and the mechanica power
consumption are cmputed.

Melting zone

Calculations for the melting zone require similar data to that of the delay zone. Figures 3.28
and 3.30 show the sequence of calculations for this zone. The results for this zone ae
presaure, films thickness, solids profile, films and solid bed transversal temperature profiles,

melt pool two-dimensional temperature profile and power consumption.
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Melt conveying
The strategy adopted for this zone is illustrated in Figure 3.30. Pressure, two-dimensional

temperature profile, power consumption, residence time distribution and weighted average
total strain (WATS) constitute the alculations made for this zone.

------------ Sol ids Conveying Zone ------------
[I NPUT D ATA]
* Geometry( W H, 6, e, .. )
* Maerialp roperties( fs, fp, ps, as, ks, kp, Tn)
® Operatingconditions( N Ty Ts, Tso)
* Entrancec onditions( Py)

z « HIsin(B)
P P1
Ts nean < TSO
do {
[Updatingmaterialp ropertiesf or P and Ts nean]
@ ~ equation3 .12
P, « equation3.13
Tsi <« equation3.28byf initedifferences
ew < equation3.20
Ts mean < Average Ty
PP,
Z -z + Az
} while ( Tsi (y = H)< Tm)
[RESULTS]
Zs (solidsc onveying!l ength);
Tsi (z =25, P(z =2); ey (z = Z)
Figure 3.26- Algorithm for the solids conveying zone.

The alculations on the die ae needed in[grldeg to calculate the operational point of the
extruder/die cmmbination and to validate experimentally the extrusion theoretical results.
Since the objedive of this work is to study the extruder (and not the die), the model for this
zone should be able to predict presaure gradient values identicd to that of the experimental
results. Therefore, the presaure gradient in the die is computed using an empirical equation

relating pressure and output:
AP =C, Q% (3.123

where C; and C; are mnstants determined experimentally.



101

------------ Del ay Zone | ------------
[I NPUT D ATA]
* Geometry( W H, 6, e, .. )
* Maerialp roperties( fs, fp, ps, Qs, Ks, kKo, km T 1)
® Operatingconditions( N, Ty Ts)
® Entranceconditions( Zs, Tsi(z = Zs), P(z = Zs), ez = Z))
Z « Zs
P « P(z = Z)
Ts mean <« Average Tsi (z = Zg)
ew « ew (Z = Zy)

[Updatings olidsp ropertiesf or P and Ts nean)
P, « equation3.70
[Calculationsont hef ilnj
do {
Teoo « (Tip + Tm)/2
Tt mean « Aver age Tt o
[Updatingmeltp ropertiesf or P and T¢ nean]
Vyi, Vi <Assunel inearp rofileort akeprofil e fromprevious z
Do {
oni A in; Vzoi A Vzi
Vii <« equation3.45byf initedifferences
V,i « equation3.47byf initedifferences
} while ((Vxoi # Vxi) and (Vi # Vii))
Ti 1 <« equation3.48byf initedifferences
} while (Tri # Troi )
[l terativec alculationo f Vg
Tsi <« equation3.58byf initedifferences
Vsy < equation3. 68
Do {
Vsyo A Vsy
Tsi <« equation3.58byf initedifferences
Vsy < equation3. 68
} while (Veyo # Vs )
Mz+az < equation3 .62
Mz+ a2z < equation3 .65
[l terativec alculationo f H,]

H, - H
do {
H o« H,
& < equation3.63
Hsz A H'5C

} while (H; # H )

ew <« equation3.74

Ts mean < Average Ty

Tt mean « Average T

P - P

Z -z + Az
} while (( Ts (y =0)< Tn)
[RESULTS]

Zy (lengthofd elayz onel )

Tsi(z = Zg); Tr(z = Zy)

oAz =2y); Pz =2Zg); ez = Zy)

Figure 3.27- Algorithm for delay zonel.
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---------- Del ay Zone Il OR Melting Zone ----------
[I NPUT D ATA]
* Geonetry( W H, 6 e, .. )
e Maerialp roperties( fs, fp, Ps, Qs, Ks, Kp, km 1)
® Operatingconditions( N, Ty Ts)
® Entranceconditions( Zy, & Tsi(z = Zy), T¢i(z = 2Zy), P(z = Zy), ez =
Zy))
Z « Zs; P « P(z = Zy)
Ts mean <« Average Tsi(z = Zs)
ew « €w (Z = Z5); O <O deo «O; Wo <24
do {
P, < Subroutine DP_DZ
[l terativec alculationo f Vs and Vsy,]
Vsy1 < equation3 .98
Vsy2 « equation3 .99

Do {
VOsyl A Vsyl; VOsyZ A Vsy2
[Calculationof a, Tsi; and Tsi;; ,u singt he SecantM et hod —
unti | Ts i1 = Tsin ,a tp oi nt a]

Tsii « equation3.83byf initedifferences
Tsiin <« equation3.84byf initedifferences
Vsy1 < equation3 .98
Vsy2 < equation3 .99
} while ((VOSyl # Vsyl )a nd( VOSyZ # Vsy2 ))
Rc —~ equation3 .90; Rx ~ equation3.93; nmy, « equation3.87;
My <« equation3.88; nMky, « equation3.89;
M, « equation3.92; ny,«. «~ equation3 .8 6;
Mbe zeaz < €quation3 .91, my,:a « equation3 . 94;
My z+a2 « €quation3 .96; my ~ equation3.97
[I terativec alculationof Hs, and W,]
Hsz‘—H;Wsz‘—WBO
do {
Ho o« H;; W o« W,
& < equation3.87
e < equation3.92
Hsz A H'5C' dDE
W, <« equation3.95
} while ((H; #H )and( W, #W))
ew < equation3. 105
XIW « W,/W[SolidsProfile]
Ts nean < Average Ts il and Ts il
Tt mean (zONeB,Co rDE) ~ Average T;; (zone B, CorD E)
PP,
Z - z + Az
} while (XIW>1%)
[RESULTS]
Zn (lengtho fmeltingz one)
Tei(z = Zy
P(z = Z,
Elz = Zy

Figure 3.28- Algorithm for dlay zone Il and melting zone.
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------------ Subroutine DP.DZ ------------
dp/dzg « dp/dz frompreviousi ncrenent
dp/dzp ~ dp/dzp frompreviousi ncrenent
do {
dp/dzp ~ dp/dzp
[Z one C]
do {
Tc mean « Average Tc ol
[Updatingmeltp ropertiesf or P and Tc¢ nean)
Vi and V,; « Assunel inearp rofileort akeprofilef romprevious z
do{
oni A in; Vzoi A Vzi
Vii <« equation3.45; V,; — equation3.47by finitedifferences
} while ((Vxa # Vz) and (Vioi # Vii))
Tci <« equation3.48byf initedifferences
} while (Tei # Tcoi )
[Z one D E]
do {
TDEOi - (TS + Tm)/2, TDEmaan - Average TDEOI
[Updatingmeltp ropertiesf or P and Toe nean)
Vi and V,; « Assunel inearp rofileort akeprofilef romprevious z
do{
oni A in; Vzoi A Vzi
Vii <« equation3.45; V,; — equation3.47by finitedifferences
} while ((Vxa # Vxi) and (Vi # Vii))
Tgi « equation3.48byf initedifferences
} while (Teei # Toeoi)
dp/dzp « equations3 .100a nd3.102
} while (|dp/dzy — dp/dzp/<e rror)
if  (we<H)
then [ZoneB-u nidinmensionall
do {
TBOi - (TS + Tm)/2, TBmaan - Average TBOi
[Updatingmeltp ropertiesf or P and Tg nean]
Vi and V,; « Assunel inearp rofileort akeprofilef romprevious z
do {
oni A in; Vzoi A Vzi
Vii <« equation3.45; V,; — equation3.47by finitedifferences
} while ((Vxa 2 Vxi) and (Vi # Vii))
Tgi <« equation3.48byf initedifferences
} while (Tei # Teai )
el se [ZoneB—-t wo-di nmensi onal]
do {
TBOij - (TS + Tm)/2, T mean « Average TBOij
[Updatingmeltp ropertiesf or P and Tg nean]
Vii, Viij « Assumel inearp rofileort akeprofilef romprevious z
do {
oni A in; Vzoij A Vzij
Vii <« equation3.45byf initedifferences
V;ij < equation3.78byf initedifferences
} while ((Vxa 2 Vxi) and (Vzoij 2 Viij))
Tgij « equation3.79byf initedifferences
}V\hile(TBij ¢TB0ij)
dp/dz ~ equation3. 101
[RESULTS]
dp/ dz
T
Toe

TBii

Figure 3.29- Mdting zone: algorithm for the calculation of dp/dz.
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------------ Melt Conveying ------------
[I NPUT D ATA]
* Geonmetry( W H, 6, e, .. )
* Maerialp roperties( fs, fp, ps, Qs, Ks, kp, km 1n)
® Operatingconditions( N, Ty Ts)
* Entranceconditions( Zn Tgij(z = Zy, P(z = Zy), ez = Zp)
Z « Zn
P - P(z = 2y
Trean « Average Tgij(z = Zp
ew « ez = Zp
do {

Thean « Aver age TOij

[Updatingmeltp ropertiesf or P and Tyean]

Vii and V,; ~ Assunel inearp rofileort ake profilef romprevious zone

do {
oni A in
Vaoij « Viij

Vii « equation3.45byf initedifferences
V;ij < equation3.78byf initedifferences
} while ((Vioi 2 Vi) and (Vaoij # Viij))
Tij « equation3.79byf initedifferences
} whil e (Tij ¢T0ij )
RTP ~ equation3.120
WATS ~ equation3.119
[RESULTS]
P

RTP
WATS

Figure 3.30- Algorithm for the melt conveying zone.
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4- EXPERIMENTAL WORK

4.1- Polymer properties

A High Density Polyethylene blown film extrusion grade (NCPE 0928, from BOREALIS)
was used in the experimental part of the work. Some of the properties presented in Table 4.1
were determined experimentally (viscosity, melt density, specific hea, hea of fusion and
melting temperature). As to the remaining properties, due to the impossibility to make their
experimental determination, it was decided to opt by values existent in the literature for
similar grades of the same polymer.

Viscosity curves were determined at typical extrusion shea rates (between 6 and 300s?) and
temperatures (160, 190 and 220°C) using a twin-bore caillary rheometer (ROSAND RH-7-
2, seeFigure 4.1). The experiment is computer controlled, the user only defining the set of
descent spedad of the pistons. The tests were made & constant speed, the shea rate being
proportional to this velocity and the shea stressbeing calculated from the pressure read by a
transducer at bottom of the barrels. The Bagley and Rabinowitsch corrections are performed
automatically in order to obtain the real value of the viscosity. The flow curves (appendix B)
for the threetemperatures considered allow the clculation of the power law constants (Table
4.1).

Reoord of the | [
applied force <——

Thermocouple

Heater —

Pressure  —|
transducer g

Figure 4.1- Capill ary rheometer scheme.

The melt density has been determined using the same caillary rheometer, but adjusted to
construct the diagram presaure/volume/temperature (PVT). The PVT ted relates the volume
filled by afixed quantity of material with pressure and temperature. In this test only one barrel
of the rheometer is used, Figure 4.2. The experimental procedure involves the compression (at
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constant speed and fixed temperature) of a known quantity of material while the presaure and
the volume ae recorded. The test was made & threetypica extrusion temperatures (160, 190
and 220°C). Relating melt density with temperature and presaure it is possible to obtain the
constants of the corresponding equation (Table 4.1). The PVT curves were presented in
appendix B.

i |
Thermocouple
Hester — - —
Pressure ———— Polymer
transducer
Screw

Figure 4.2- Capill ary rheometer scheme, adjusted to PVT tests.

The specific heat, hea of fusion and the melting temperature where determined
experimentally with a PERKIN ELMER Differential Scanning Calorimeter (DSC 7). This
device is constituted by two ovens, where it is possble to vary the temperature of both the
sample and the reference, and by two temperature sensors, as $own in Figure 4.3. This
device is based in the Flux Compensation Principle: the signal deteded is a measure of the
difference between the hea fluxes that crossthe ovens of the sample and the reference These
hea fluxes were received independently by each one of the ovens, so that the sample oven
temperature is equal to the reference oven temperature (with differences less than 0.01 °C).
The results obtained are presented in Appendix B and summarised in Table 4.1.

Room temperature

\ A- Heaters
B- Temperature sensors
] ] ] ] p

B 1+——~~ ~rmmmaan—— A An—+F— B

A——" WA —{— —— WA —— A

Figure 4.3- DSC scheme.
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Table 4.1- Polymer properties.

Property Equation Values Ref.
e = 948 kg/m?®
p=p.+(p,-p.)e” po= 560 kg/m”
. . with Tg=-125°C
Soli ds density bo=-1.276e-9 1/Pa [HYU 90

b _ o
F=b,+b, T+b, T? +_3 b,= 8.66829 1°C Pa
T -T | b=-5351e111°C*Pa
g bs = -1.505e-4 °C/Pa

0o = 854.4 kg/m® ,

Melt densit = ; =-0.032%6 kg/m°°C | -

y Pn =0 +8y T+0, P+g, TP | 62 DBZBKIm =

gs = 3.937e-12 ky/m® °C Pa

Friction coefficients polymer-barrel = 0.45 [PAS 92
polymer-screw = 0.25

Soli ds thermal 0.186 W/m °C [PAS92]

conductivity

Melt thermal 0.097 W/m °C [PAS92]

conductivity

Heat of fusion 1968@Jkg 000 | e

Solids gpedfic heat 1317d0kg | e
Co=-128 Jkg

Méelt spedfic hea C =C. +C. T+C. T2 C,=86.01Jkg°C [SPA 92]

m o 1 2 C, = -0.3208 Jkg Pa

Mélting temperature 1196°Cc | e
n=0.345

Viscosity n=Kk, yn—le—a(T—To) ko=29.94kPas" | e
a=0.00681 1°C
Tp=190°C

4.2- Extruder

A Leistritz LSM 36 laboratorial single screw extruder fitted with a cnventional polyethylene-
type threezone screw was available. A simple anular die was attached to the extruder (see
Figure 4.4).

D 175mm

H1=5.6mm H2=2.0mm
/ Heater band
10.3D . 7D . 6D [

55mm

310mm

110mm

i3n

D =36mm
—

<ﬂ’| 12D 7D 7D 235mm

I [
Figure 4.4- Geometry of the extruder used in the experiments.
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Although the extruder is able to control 6 independent zones, as $iown in Figure 4.4, the
heder bands were grouped into three ones plus the die (for dired comparison with the
computations, as will be discussed later).

The etruder was instrumented with flush-mounted pressure and temperature dynisco-type
transducers, as diown in figure 4.5. A computer equipped with a data aquisition board was
used to real the presaure, whereas the temperature was read with temperature indicators. The
power consumption was obtained from the motor amperage indicated by the machine control
system. The etruder was equipped with a pneumatic screw extradion device specially
developed for this work, thus making it possible to determine the length of screw required for
melting.

Machine mntrol system XXX | MPa

XX.X | rpm

yy.y | «C
zzz | A

A AAAANAANA

Screw
extraction
device

Figure 4.2- Layout of the pressure/temperature transducers and screw extraction device.

The experimental procedure for the extruder experiments is the following:

i) Conned the extruder using the pre-defined operating conditions;
i) Wait until the process s$abilises (circa30 minutes);
i) Real and reaord the motor amperage indicaed by the machine antrol system;

iv) Real and reaord the temperature and presaure values using the data aqyuisition
system;

v) Extract the screw:
a) Stop the machine;
b) Disconned the temperature resistances;
c) Takeoff thedie;
d) Conned the screw extradion device and colled the screw outside the extruder;
e) Takethe polymer from the screw channel marking the number of the spires;
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4.3- Statistical design of experiments

Considering the time consuming and cost intensive charaderistics of the experimental work
involved in the trial-and-error optimisation of the extrusion operating conditions for specific
polymer/equipment combinations, its relevance in determining the influence of and the
interadions between the various input variables [MON 91], a full fadorial design of

experiments was adopted.

As en in Chapter 1, this type of analysis consists in the study of the process response
observed when the input variables are dhanged, as well as in the possibility to relate these
changes with the input variables. The independent variables susceptible of influencing the
experimental results (dependent or output variables) are clasdfied in several levels of
intensity. The effed of afactor is defined as the change in response that results from a change
in the fador level. The interadion between fadors corresponds to the different responses
observed when the level of one fador is changed, and the differences in response between the
levels of this fador are not identical at all |evels of the other factors [MON 91].

Table 4.2 presents the four independent fadors chosen to be studied in this work (screw
spead, N and threebarrel temperatures, T1, T> and Ts). Since ea&h fador is varied at three
levels, 3* experiments should be caried out. Table 4.3 lists the experiments, which are to be
performed in random order. In order to identify the possible interadions between variables it
was necessary to replicae the experiments; in the present study, each experiment was
replicated threetimes, thus increasing the total amount of work to 243 experiments. In order
to minimise the required effort only mass output, melt temperature (at die entrance) and

mechanica power consumption were monitored for ead experiment.

Table 4.2- Définition o factors and levels for the experiments.

FACTORS (4) LEVELS (3)
Rotation speed (rpm) N 10 30 50
Zonel Ty 150 170 190
Barrel Temperatures (°C) Zone 2 T 160 180 200
Zone 3 T3 170 190 210

Two types of analysis were performed with this experiments, namely an Analysis of Variance
(ANOVA) and a Multivariate Analysis of Variance (MANOVA) [CHA 96]. In the former, the
analysis is performed on ead of the dependent variables. In the MANOVA analysis the four
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variables are @nsidered simultaneously in order to detect a potential degree of correlation

between them.
Table 4.3- List of experiments.

Experiment No. T1(°C) T, (°C) T3(°C) N (rpm)
Al, A2, A3 150 160 170 1030, 50
A4, A5, A6 150 160 190 1030, 50
A7, A8, A9 150 160 210 1030, 50

A10, All, Al12 150 180 170 130, 50

Al13 Al4, A15 150 180 190 130, 50

Al6, A17, A18 150 180 210 130, 50

A19, A20, A21 150 200 170 130, 50

A22 A23 A24 150 200 190 130, 50

A25, A26, A27 150 200 210 130, 50

A28, A29, A30 170 160 170 130, 50

A31, A32 A33 170 160 190 130, 50

A34, A35, A36 170 160 210 130, 50

A37, A38, A39 170 180 170 130, 50

A40, A4l A42 170 180 190 130, 50

A43 Ad4, A45 170 180 210 130, 50

A46, A47, A48 170 200 170 130, 50

A49, A50, A51 170 200 190 130, 50

A52, A53 A54 170 200 210 130, 50

A55, A56, A57 190 160 170 1030, 50

A58, A59, A60 190 160 190 130, 50

A61, A62 A63 190 160 210 130, 50

A64, A65, A66 190 180 170 130, 50

A67, A68, A69 190 180 190 130, 50

A70, A71, A72 190 180 210 130, 50

A73 A74, A75 190 200 170 130, 50

A76, A77, A78 190 200 190 130, 50

A79, A80O, A81 190 200 210 130, 50

4.4- Experiments related to the assessment of GAs

As en in section 2.3, extrusion optimisation with GAs garts with a population of points well
distributed aong the seach space axd proceeals until virtually all population elements have
identical values. In the process as news generations are aeded, the average performance of
the population improves progressively. As discussed later, it was decided to cary out
experiments using the operating conditions predicted for specific generations and to monitor
the value and the evolution of the objedive function. The list of experiments and
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corresponding generation number is presented in Table 4.4 (seealso Figure 5.22). The output,
melt temperature a extruder exit, pressure dong the barrel, power consumption and solids
bed profile were monitored.

Table4.4- List of experiments to assessthe optimisation results.

Experiment Processng Conditions Generation
Number N (rpm) T1(°C) T, (°C) T3 (°C)
Expl 29 165 180 190 0
Exp2 46 163 172 188 5
Exp3 48 160 168 185 10
Exp4 49 156 164 193 15
Exp5 50 153 161 189 20
Exp6 50 151 161 175 30
Exp7 50 150 160 170 40
Exp8* 44 165 176 188 0
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5- RESULT SAND DISCUSSON
5.1- Introduction

In this chapter the most important numerical modelling and Genetic Algorithm parameters
will be defined. The predictions of the modelling pacage will be discussed and compared
with experimental data. Two case studies involving the optimisation of the operating
conditions and screw design will be studied in detail. Comparison with experimental trial-

and-error optimisation results will be used to assessthe methodology.

5.2- Case studies

The extrusion case studies presented in this sction will be used as reference for the
optimisation of the operating conditions and for the screw design. These examples will be

followed by both, the computational and the extrusion experiments.

a) Optimisation of the operating conditions

This example will deal with the optimisation of the operating conditions, i.e., the am isto set
the screw speead (N) and the barrel temperature profile in three ones (T1, T2 and Ts) of the
Leistritz extruder available. Table 5.1 shows their range of variation.

Table5.1- Range of variation of the processng conditions.

Processng conditions Minimum | Maximum
Screw spedl (rpm) 10 50
Barrel Temperature— Zone 1 (°C) 150 190
Barrel Temperature — Zone 2 (°C) 160 200
Barrel Temperature — Zone 3 (°C) 170 210

Therefore, ead chromosome will be formed by 4 parts (one for ead variable) each having 6
genes, with atotal length | = 24 (Figure 5.1).

N T1 T, T3
©) (6) (6) (6)

Figure 5.1- Chromosome structure.

Table 5.2 defines the aiteria to optimise, their corresponding objedive (maximisation or
minimisation) and the allowable limits (Xi mn and Xi max). The relative importance is
established by a set of weights (w) - Table 5.3. Five case studies were ansidered.
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Table5.2- Criteria definition.

Criteria Objedive | Ximin | Ximax
Output (Kg/hr) Maximise 1 9
Length of screw reguired for melting (mm) | Minimise | 200 821
Melt temperature (°C) Minimise | 150 210
Power consumption (W) Minimise 0 3000

Table 5.3- Weights of the individual criteria.

Case Weights
Studie W We W Wa
S

OF1 0.5 0.2 0.2 0.1
OF2 0.2 0.5 0.2 0.1
OF3 0.2 0.2 0.5 0.1
OF4 0.1 0.2 0.2 0.5
OF5 0.25 025 025 025

b) Screw design

The methodology adopted for screw design will be illustrated with an example. The aim is to
design a three-zone screw, i.e., to optimise the geometrical parameters $own in Figure 5.2
that satisfy the aiteria cwntained in Table 5.4.

D1=[20,27] mm D3 =[27,33] mm
: « / 10.3D e 1D O\ 6D Heaerband
< '|‘ > > £
I
E__ 1 —__M:’ &
o A A AN ANAAAA h A
87 ALY AT AR L L L ny
a [
270 1 . 7 [235mm
[ 7K gl Ll

L1=[10,450] mm L2=[100,400] mm

L =960 mm PITCH:

S=[28,44] mm
Figure 5.2- Designing a screw: parametersto gptimise.
As shown in Table 5.5, various situations will be studied successvely. Different individual
objedives, multiple objedives but with different criteria weights, variations in the processing
conditions, or the use of various polymers, will be mnsidered. The use of various polymersin
the same extruder will be simulated by considering the extrusion of HDPE, LDPE and PVC,
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each under its typical processing conditions. The optimisations will be made using GAs with

objedive function and using the analytical model. Some alditional runs, where the

multiobjedive optimisation GA and the numericad model are used, will also be made. The

LDPE and PV C properties were presented in Appendix B.

Table5.4- Criteriato satisfy.

Criteria Objedive | Ximin | Ximax
Output (Kg/hr) Maximise 0 15
Length of screw required for melting (mm) | Minimise | 200 936
Melt temperature (°C) Minimise | 160 230
Power consumption (W) Minimise 0 10000
Mixing quality (WATYS) Maximise 0 1300
Table 5.5- Runs for screw design (objedive function GA).
Aim of the Optimisation Criteria Procesgng conditions
Ru (Weights) Polymer
n Optimisation Q|T|LI|p |W|[N]|T1|T2]|T3
1 1|/ 0] 0] o 0| 50| 150| 160 170 HDPE
2 | \ndividua o| 1] o] o] o 50| 150 160| 170 HDPE
3 | Criteria o| o 1] o] o 50| 150 160| 170 HDPE
4 ol o] o] 1] o 50 ] 150] 160| 170 HDPE
5 ol o] o] of 1] 50] 150[ 160| 170 HDPE
6 05[01[02|01]|01] 50 | 150| 160 170 HDPE
7 Different | 0.2 | 02 | 02| 02| 02 | 50 | 150| 160| 170, HDPE
Relative
8 Weights | 02 | 03| 02| 01] 02| 50 | 150| 160| 170 HDPE
9 o01[01|02|05][01] 50 | 150| 160 170 HDPE
6 05/ 01][02|01|01| 50 | 150| 160/ 170 HDPE
10 Reproducibilityl 05 [ 01 ] 02 [ 01| 01| 50 | 150 160] 170 HDPE
11 05/01|02]|01]01] 50| 150 160 170 HDPE
1o Multiple 5 sng | 05 | 01 | 02 | 01| 01| 10 | 150| 160] 170 HDPE
13 Conditions | 05 [ 01| 02 [ 01| 01| 30 | 150| 160 170 HDPE
g |Ctena 05[01|02|01| 01| 50 | 150| 160| 170 HDPE
14 ScrewPitch | 05 | 01| 02 | 01 | 01| 50 | 150| 160| 170 HDPE |Constant
15 05/01|/02|01]01]| 50 | 150| 160| 170 HDPE | Variable
6 05/ 01][02]|01|01| 50 | 150| 160 170 HDPE
16 Diffeeent | 05| 01| 02| 01| 01| 50 | 150| 160 170 LDPE
17 Materils | 05| 01| 02| 01| 01| 50 | 170| 180/ 200 PVC
18 05[01|02|01]01] 50 | 150| 160 170 HDPE*| Lower
19 Viscosity [ 05] 01| 02[ 01| 01| 50| 150| 160 170 HDPE | Higher
*
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5.3- Modédlling results

5.3.1- Setting the numerical modelling parameters

The results of the numerical modelling of the plasticating polymer extrusion process depend
on the initial inpu values of some parameters. Some of these ae aciated with the
numerical algorithm (e.g., the grid size in the transversal plane - xy, length of the increment in
the down-channel diredion), while others concern to processvariables (initial thicknessof the
films surrounding the solid bed, initial melt pool width, criterion to estimate the length of

delay zone Il, screw temperature dong the solids conveying zone).

a) Grid sizein thetransversal plane - xy

The use of asmall grid to model a processusing finite differences leads, aimost invariably, to
more acarate results. However, since this is also dbtained at the expense of a greder
computation time, a caeful balance needs to be made, particularly if the modelling padkage is
to be used in connedion with an optimisation algorithm. In order to establish this, various
runs were made using a different number of grid points, asindicated in Table 5.6 and studying
the variation of the responses of the parameters listed in Figure 5.3.

Table 5.6- Number of grid points.

Run number Number of grid points
X Y
1 5 5
2 8 8
3 10 10
4 12 12
5 13 13
6 14 14
7 15 15
8 20 20
9 25 25
10 30 30

Figures 5.4 to 5.8 show the evolution of single valued responses versus the number of grid
points (line with full symbols), and their relative difference to the preceding value (line with
open symbols). Results obtained with less than 8 grid points are very poor; results obtained
with 10to 15points are reasonable (relative differences lower than 5%). Above 15 gid points
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the relative differences are lower than 2%. The oscillations of the relative differences for
some responses do not represent any additional error of the numerical model.

o Singlevalues:
« output,
* maximum pressure,
* power consumption,
* melt temperature at the extruder exit,
» length of screw required for melting,
o Profilesalong down-channel diredion (2):
» solid bed,
* presaure,
e melt temperature,
* power consumption,
» thicknessof the film close to the barrel surface,
o Crosstemperature and velocity profiles in the down-channel diredion.

Figure 5.3- Response parameters to study.
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Figure 5.4- Output and relative difference vs. number of grid points.
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Figure 5.5- Maximum presaure and relative difference vs. number of grid points.
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Figure 5.6- Power consumption and relative diff erence vs. number of grid points.
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Figure 5.7- Mdt temperature and rdative difference vs. number of grid points.
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Figure 5.8- Length required for melting and relative difference vs. number of grid points.

Figures 5.9 and 5.10 represent the dfed of the grid size for the pressure and melt temperature
profiles, where abigger grid influence was deteded. Above 5 grid points the profiles become
virtually identical.
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Figure 5.9- Presaure profil e vs. number of grid points.
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Figure5.10- Mdt temperature profil e vs. number of grid points.

Figure 5.11 presents transversal temperature and velocity profiles for 5 and 20 gid points.
Crosssedions in the solids conveying, delay, melting and melt conveying zones were
considered. The profiles on the left have the same shape and order of magnitude than those on
the right.

The computation time required for the various runs is identified in Figure 5.12. As expeded,
computationally time growth exponentially upon a linear increase of the number of grid
points.

Considering the results presented, it seems that the most adequate grid size to use depends on
the gplication. If the modelling padkage is to be used in asciation with an optimisation
algorithm, where it neads to be used many times, a grid size of 10 seems preferable. If the
objedive is to study a specific processing situation, where afew runs are neeled, a grid size
of at least 15 points will be more alvisable.
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Figure 5.11- Transversal profiles: A) solid bed temperature profil e for the solid and dday zones; B) V, velocity
profilein zone C for the melting zone; C) two-dimensional temperature profil e in the pumping zone.
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b) Increment along the down-channel diredion - z

The effed of the size of the increment used in the down-channel diredion on the stability of
the results was identified after carrying out the runs shown in Table 5.7.

Table 5.7- Number of incrementsin z direction.
Run number Number of increments
in zdirection (ZB)
80
90
100
110
120
130

OO IWIN|F

Again, changes in output, maximum pressure, power consumption, melt temperature, length
of screw required for melting, with different increments along the down-channel diredion
were studied. Above 100 elements the maximum pressure is gable (variability lower than 3%,
as shown in Figure 5.13), and the screw length required for melting varies less than 9%
(Figure 5.14). The variability of the output, power consumption and melt temperature is
inferior, respectively, to 2%, 5% and 0.2% (see g@pendix C). Obviously the use of a larger
number of increment points requires greaer computation times but, as $own in Figure 5.15
this increase is not relevant, principally when compared with their growth when the grid size
increases, as <ttled before. The profiles of process variables along the down-channel
diredion become unstable for 80 a less increments (particularly in the cae of presare, solid
bed and film thicknessprofiles).

Therefore, it can beinferred from the éove that it should use & least 100increments.
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Figure 5.13- Maximum presaure and relative difference vs. number of incrementsin z diredion.



121

1.90
E
(=2
S 1801 g
g 1.80 3
g 3
i (]
5 170 £
a =
5 >
£ 1601 - - - g
>
3 '
1.50 1 o 1 1 10.0
80 90 100 110 120 130

Number of incrementsin z diredion

Figure5.14- Length required for melting and relative difference vs. number of incrementsin z

diredion.

60
" J/o
< 50
2 40 —

30

80 90 100 110 120 130
ZB

Figure 5.15 Computation time versus the number of incrementsin z direction.

5.3.2- Parameters definition
a) Initial thicknessof the film closeto the barrel surface

Threeruns were made in order to sudy the influence of the initial thicknessof the film close
to barrel surface (zone C, Figure 3.13) on the results. Aninitial value of this film is needed at
the beginning of delay zone I. The results are shown in Table 5.8, where the flight cleaance

(9) isequal to 0.1 mm. No significant differences are perceived. A similar behaviour would

be obtained upon considering profiles along the down-channel diredion, particularly the film
thicknessprofile (Figure 5.16).
b) Initial thicknessof the film closeto the screw root and passve flank

Threeruns were also used to study the influence of the initial thickness of the film close to the

screw root (zone E) and to the screw passive flank (zone D) surfaces (Figure 3.16). These
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variables must be assumed at the beginning of delay zone Il, where they are considered to be
equal. Table 5.9 and Figure 5.17 shows that differences between runs can attain 6.5% in the
case of maximum pressure and for screw length required for melting. Then, any of these

values can be used for this parameter.

Table 5.8- Effed of theinitial thicknessof the film close to barr € surface

Output Maximum Power Melt Length for
Run &o (kg/hr) Presaire Consumption | Temperature Méelting
(MPa) (W) (°C) (m)
1 6f 8.097 2463 2741 1786 1529
2 26f 8.097 2463 2735 1786 1529
3 46f 8.104 2458 2727 1785 1529
Maximum
difference (%) 0.09 020 051 0006 Q0

0.5

04 ~

Film thickness (mm)

0.1

0.0

034 - - - -

024 - - - -

0.00 0.50

1.00

Z (m)

2.00

2.50 3.00

Figure 5.16- Film thicknessprofil e vs. initial thicknessvalue.

Table 5.9- Effea of theinitial thicknessof film close to screw and passive flank surfaces.

Output Maximum Power Melt Length for
Run %o (kg/hr) Presaire Consumption | Temperature Méelting
(MPa) (W) (&) (m)
1 6f 8.097 2463 2741 1786 1529
2 26f 8.054 2514 2641 1734 1628
3 44, 8.160 2568 2735 17976 1529
Maximum
difference (%) 1.3 6.5 3.8 0.23 6.5

c¢) Initial melt pod width (or thicknessof the film close to the passve flank)

The effed of this parameter (zone B, Figure 3.15) was gudied through the 6 runs identified in
Table 5.10. At the beginning of delay zone 1, it starts as athin film, whose width increases as

melting proceals. Power consumption and length required for melting are the most sensitive
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parameters (7.5% and 129%, respectively). However, if runs 1 and 6 are ignored, the
differences are, amost, null. Figure 5.18 ill ustrates the effed of this initial value on the solid

bed profile. Only for Weo equal to 309, some differences are perceived. Consequently, any

value in the interval [29, 159] can be used for this parameter.

—a— &
——2F

—— 45F

Film thick. - DE (mm)

L (m)

Figure5.17- Film thickness profiles for zone DE vs. initial thickness of thisfilm.

Table 5.10- Effed of theinitial width of the melt pool.

Run Wego Output Maximum Power Melt Length for
(ka/hr) Pressure | Consumptio | Temperatur Melting
(MPa) n (W) e (°C) (m)
1 ) 8.086 2425 2694 17979 1727
2 20 8.097 2463 2741 1786 1529
3 43 8.098 2466 2740 1786 1529
4 89 8.096 2469 2740 1788 1529
5 159, 8.089 2477 2739 1788 1529
6 304, 8.113 2561 2550 1796 1529
Maximum
difference (%) 0.33 56 7.5 0.067 129

1.00
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Figure 5.18- Effect of theinitial width o the melt pod on the solid bed profile.

d) Screw temperature upon solids conveying
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Generally, the screw temperature is not known, except when the screw is refrigerated and the
temperature is controlled. Therefore, it was assumed that the screw temperature in the delay
and melting zones is given by equation 3.61 and that in the pumping zone it equals the barrel
temperature. The screw temperature in the solids conveying zone neals to be set. The runs
listed in Table 5.11 were made for that purpose. Three situations are onsidered: a)
temperature equal to the inlet polymer temperature, b) average of local barrel temperature and
c) adiabatic screw. The relative differences only are significant in the cae of the length of
screw required for melting for the second situation. However, it is necessary to note that the
value of the friction coefficient between the solid polymer and the screw surfaceused in the
calculations is small (equal to 0.25). This means that the influence of the method to compute
the hea exchanged and/or generated in the screw surface will be dtenuated. Since it is
desirable that this coefficient will be the smallest possble, in order to improve the solids
conveying capacity, it will not be mnsidered in this gudy. Therefore, in the remaining
calculations the screw will be mnsidered adiabatic. Thisis what is more redistic in the major
part of the pradical extrusion situations [AGA 96].

Table 5.11- Effed of the screw temperature \alue on soli ds corveyng zone.

Run | Tsrew Output Maximum Power Melt Length for
(kg/hr) Pressure | Consumpti | Temperatu Mélting
(MPa) on (W) re(°C) (m)
1 Ts 8.097 2463 2741 17B6 1529
2 | (TutTy)2 8.115 2406 2693 1780 1726
3 | Adiabatic 8.129 2389 2686 1780 1579
Maximum
difference (%) 0.40 310 205 003 129

5.3.3- Asessng the modelling results

The @mputational results were asessed by direct comparison with responses measured
experimentally. As shown in Table 4.2, four independent variables (screw speed and 3 barrel
temperatures) were varied within a pradical operating window. A statistical design of
experiments defined 81runs, involving replicaion (Table 4.3).
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Extrusion experiments

Table 5.12 pesents the results obtained with the extrusion experiments. The table lists the
significant terms (5% level) for the multivariate (MANOVA) and unvariate (ANOVA)
analyses. Acoording to the results of the multivariate analysis all main effeds and the majority
of the two—way interadions are statisticdly significant. However, when the effed of melt
temperature is considered individually, one can conclude that barrel temperatures T, and T,

and corresponding two-way interadions do not appea to be important.

Table 5.12- Fadorial analysis— responses of the extrusion experiments
(* statigtically significant, -- statistically non-significant).

EFFECT Multivariate analysis Univariate analysis
Output Temperature Power
Intercept * * * *
* * * *
T * * ~ *
T, * * ~ *
T, * * m *
N*T, * * __ *
N*T, * * __ *
N*T, * * * *
T, * *
T,*Ts - *
T Ts
N“T*T, - *

Figures 5.19 and 5.20 show graphically some of the responses observed. Mass output, melt
temperature and power consumption are plotted against screw speed, at various levels of T,
T, and T3. The values of all the variables increase with screw speed. The output increases due
to the @rresponding increase of the drag cgpacity, but at the expense of an increase in power
consumption. The small increase in melt temperature is mainly due to viscous dissipation in
the melt conveying zone, since the time available for hea conduction from the barrel
diminishes.

The output does not change when barrel temperatures T, and T, vary, for a screw speed of 10
rpm, and exhibits low sensitivity to Ts. The insensitivity to T, and T» was expeded, since the
operating point for a given extruder/die system is mainly dictated by the pumping zone axd by
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the die, i.e., the influence of these barrel temperatures on the final melt temperature should be
small, specially for small screw speeds.
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Figure 5.19- Output and melt temperature vs. screw speed —extrusion experiments.

Melt temperature is only dependent on Ts, which is certainly due to the fad that melt
temperature is measured at the end of zone 3. Again the process gems to be cntrolled by
hea conduction. These results would be probably different with another polymer exhibiting
high viscosity levels and lower temperature dependence (e.g. HDPE with fillers).
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Finally, power consumption, for small screw speeds (10 rpm), exhibits the same behaviour as
output, but for higher screw speeds the variation is in the opposite sense, i.e., it diminishes
with increasing barrel temperature.
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Figure 5.20- Power consumption and length of screw required for melting vs. screw speed — extrusion experiments.

Analytical model

Table 5.13 lists data equivalent to that of Table 5.12, but now for the responses of the
analytical modelling padage. All the main effeds are significant, either when the individual
(ANOVA) or the global (MANOVA) behaviour are considered. The model is insensitive to

the dfed of two-way interadions of barrel temperatures T; and T, on the output, but is
sensitive to their main effeds.

The symbols between lradkets identify the differences in relation to the experimental data. A
univariate analysis identifies manly differences in the behaviour of output and melt
temperature. Differently of the experimental responses, the analytical ones are not able to
consider the dfed of the most two-way interadions on the output. In practice, T, and T, do
not seem to affed the melt temperature, since the processis controlled by hea conduction,
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whereas the analytical model is not able to take this into consideration. The differences for the
multivariate analysis only occur for the effed of 3 two-way interadions (N*T;, T1*T, and
T2*Ts)

Table 5.13- Fadorial analysis — responses of the analytical model
(* statistically significant, -- statistically non-significant).
Multivariate analysis Univariate analysis

EFFECT

Output

Temperature

Power

Intercept

*

*

*

N

*

*

*

T

*

*)

*

Tz

*

*)

Ts

*

N*T,

()

N*T,

()

*)

N*T,

*

()

T T,

()

T* T3

()

T* T,

*)

*)

*)

*)

Some of the results obtained for this case ae shown in Figures 5.21 and 522, but now the
length of screw required for melting is also included. The effed of screw spead on the length
of screw required for melting seems to be mainly determined by heat conduction in the
melting zone, since when T increases the length required for melting diminishes. Concerning
to the other parameters is possible to verify that globally the behaviour is similar to that
observed for the experimental results, although some differences are identified:

* In pradice all barrel temperatures (especially for high screw speels) influence output,
whereas the analytical model is not able to take this effect into consideration. This
probably happens becaise the model is not able to considers the influence of the melt
temperature on the output, i.e., the effect of the increase in melt temperature due to the
increase in barrel temperatures T1 and T» does not affed the output.

» The model predictions for the output are significantly smaller than that of the practice (the

differences remain between 0.5 and 0.9 kg/hr).
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* The analyticd model responses predict the dfed of barrel temperatures T; and T, on the

melt temperature, whereas the experimental results do not.
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Figure 5.21- Output and melt temperature vs. screw speed —analytical model.



130

3000 : _
: £
: o
| £
s 5
: 2000 =
c —
o (@]
S . S .
: neo g o)
£ 9 -
7] 3 .
S 1000 150 I R S 150
O - 0 : -
= 170 < e e 170
g o> 2 !
5 : S :
a 0 - 190 9 1 ; 190
10.00 30.00 50.00 10.00 30.00 50.00
N (rpm)
3000 : _ :
5 £ :
: =) :
! < :
S 6 E
< 2000 = :
c - '
o o 1
=1 — '
o
: LI |
= = '
0 =] 1
S 1000 160 T By fomomeomeeee s 160
8 - : g -
= 180 < e e 180
2 o> 2 :
3 : S :
a 0 - 200 9 1 : 200
10.00 30.00 50.00 10.00 30.00 50.00
N (rpm) N (rpm)
3000 —_ 7
£
(e))
=
s 5
E 2000 =
c —
o (@]
S o
o
: T (0
=] = -
w0
S 1000 170 =3 170
O - o ; -

5 190 e 190
L o0 : 20 9§ 1 - 210
10.00 30.00 50.00 10.00 30.00 50.00
N (rpm) N (rpm)

Figure 5.22- Power consumption and length of screw required for melting vs. screw speed —analytical model.

Numerical model
Table 5.14 and Figures 5.23 and 524 depict the numerical modelling cata. All the main

effeds are significant except for T, on the output, which does not exist here. The symbols
between square bradets indicate differences in relation to the analytical results, whereas the
symbols between circular bradets indicate disagreement with experimental data. In terms of
the responses observed (Figures 5.23 and 5.24) the behaviour is identical to that of the
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previous approadies (experimental and analytical model), the differences will be discussed
next.
Table 5.14- Factorial analysis— responses of the numerical model

(* statistically significant, -- statistically non-significant).
Multivariate analysis Univariate analysis

EFFECT

Output

Temperature

Power

Length

Intercept

*

*

*

N

*

*

*

T

*

*)

*

LE

[(--)]

*)

*

Ts

*

N*T,

[*]

[(*)]

[*]

N*T,

(-]

*)

[(--)]

[*]

N*T,

[(--)]

[*]

T,*T,

()]

[(--)]

[*]

T,*Ts

T,*Ts

(-]

[--]

[--]

(-]

The comparison of the numericd results (Table 5.13) with the experimental ones (Table 5.14)
reveals fewer differences. In this case, the multivariate analysis only differs in T:* T, term.
The univariate analysis is also improved, except for the effed on melt temperature, where 5
differences exist. The differences observed between the experimental and the numerical
model responses are the following:

* The numerical model does not take into account the dfed of T, on the output;

¢ Barrel temperatures T1 and T, have some influence on melt temperature predicted by the

numerical model;

* The power consumption calculated by the numerical model increases with Ti.

Finally, the comparison between the analytical and the numericd models revels ome
differences, principally when the univariate analysis of the output, melt temperature and
power consumption are @nsidered. However, the numerical results are closer to the
experimental ones than those of the analytical model are.
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Figure 5.23- Output and melt temperature vs. screw speed —numerical moddl.

The global behaviour of the numerical model is identica to that observed for the analyticd.
The disagreements are:

* Theimportance of T, for output is null in the numerical model;
* The output prediction made by the numerical model are higher than that of the analytical

and closer to the experimental ones;
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The length of screw required for melting, calculated with the numerica model, is circa
0.15 meters lower than those obtained with the analytica model. The reason for that is due
to the increase of solid bed temperature provided by friction dissipation in all surfaces of
the screw channel (barrel and screw roat), whereas in the analytical model only the
disgpation on the barrel surface is considered.
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Figure 5.24- Power consumption and length of screw required for melting vs. screw speed — numericd moddl.



134

At this point, it will be important to verify whether the differences in the responses of the two
mathematical models adopted will affect the results of the optimisation algorithm. Table 5.15
report the results obtained for the cae studies presented in Tables 5.2 and 5.3. The aiterion
length of screw required for melting will not be considered (thus rendering OF2 meaningless,

since no experimental datais available.

Table 5.15 Best operating window.

Type of Paramete Case studies
results r OF1 OF3 OF4 OF5
N (rpm) 50 1030 10 10
Extrusion T1(°C) 190 190 150190 | 170190
experiments T2(°C) 180-200 200 200 200
T3(°C) 170 170 170 170
N (rpm) 50 10 10 10
“Analytical” T1(°C) 150 150 150 150
model T2 (°C) 160 160 160 160
T3 (°C) 170 170 170 170
N (rpm) 50 10 10 10
Numerical T1(°C) 190 150 150 150
M odél T2 (°C) 160 200 200 200
T3(°C) 170 170 170 170

The results are very similar, especially for screw speed N and barrel temperature Ts. Asfar as
barrel temperatures T, and T, are concerned, the numerical results are slightly closer to the

real ones than those produced with the analytical approach.

Figure 5.25 shows the evolution of the optimisation of example OF1 (see Table 5.3) of the
above @se study when the analytical model is adopted (Table 5.15) in terms of the pradical
operating window insteal of the aiteria. The line in bold represents the average of 30% of the
best elements of the population and the thin line represents the average of 75% of the best
elements of the population. As explained in sedion 4.5, it was considered as relevant not only
to assess the final results of the optimisations (as done @ove in Table 5.15), but aso to
monitor the evolution along the various generations. For that purpose, the experimental and

predicted solutions of the generations identified in Table 4.4 were diredly compared.

Thisisdone in Table 5.16, where output, melt temperature, power consumption and length of
screw required for melting, are listed for the experimental (E), analyticd (A) and numerical
(N) approadies. As expeded, numerical results are closer to the experimental data. As the

seach proceals the output increases from 5.33 to 7.93 kghr, since for this case study the
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greder weight is given for the maximisation of the output. This grow is obtained at expenses
on the increase of the power consumption. The simultaneous observation of Figure 5.25 and
Table 5.16 allows one to conclude that: the first criteria that stabilise ae output and power
consumption (after the 20" generation), which depend directly of the screw speed (the first
parameter that stabilises); then, stabilises melt temperature (after the 30" generation), which
depends mainly of the barrel temperature T3; finally stabilises the screw length for melting
(after the 40" generation) that depends from the barrel temperatures T1 and T2 (where the
melting ocaurs).
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Figure 5.25- Operating window.

Table 5.16- Comparison between experimental and computational data (E- experimental, A-
analytical computations, N- numerical computations).

Exp. Output (kg/hr) Méelt temperature (°C) |Power consumption (W) Length (m)

N° E A N E A N E A N E A N
Expl | 533| 445 | 479 | 184 196 194| 1254 1238 1344 .905| 1563 | 1526
Exp2 | 754 | 705 | 752 | 184 196 194 23074 2245 2398 .9687| 1787 | 1577
Exp3| 746| 736 | 784 | 184 193 192 2408 2386 2502 .866| 1818 | 1646
Exp4| 793| 751 | 798 | 191 196 197 2514 2440 2488 .907| 1825| 1720
Exp5| 796| 768 | 815 | 186 193 194 26227 2541 2539 .138| 1823 | 1784
Exp6| 791| 765 | 808 | 174 186 184 2793 2549 2595 .963| 1831 | 1760
Exp7 | 793| 766 | 811 | 175 188 187 2734 2538 2515 .866| 1831 | 1828
Exp8 | 750| 675 | 722 | 183 197 1951 2207 2102 22@9 .963| 1787 | 1565

Table 5.17 shows the global objedive function for the three gproades (using the weights
defined in Table 5.3 for example OF1). The global objedive function value increases as the
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seach procedls for al approades (experiments 1 to 7), and follows the @rresponding output
values (Table 5.16).

It is possible to conclude that both the analytical and the numerical methods conduct the
optimisation to the same result that is similar to the experimental. In this example (OF1)

barrel temperatures T; and T, have lessrelative importance than the other two (N and Ts) do.

Table5.17- Global objective function for experimental and computational data.

Exp. No. | Generation| Globd Objedive Function
E A N
Expl 0 02788 | 02272 | Q2445
Exp2 5 03738 | 03385 | 03649
Exp3 10 03697 | 03525 | 03789
Exp4 15 03857 | 03579 | 03824
Exp5 20 03860 | 03662 | 03902
Exp6 30 03903 | 03672 | 03906
Exp7 40 03921 | 03692 | 03909
Exp8 0 03734 | 03251 | 03515

5.4- Optimisation results

5.4.1- Setting the GAs parameters

The objedives of this sdion are:

* define the value for the most important Genetic Algorithm general parameters using an
objedive function;

¢ verify if the new method of multiobjective optimisation with GAs, developed in this work,
is able to attain the Pareto frontier;

¢ define the multiobjedive GA parameters to use in the optimisation of the extrusion
process

The definition of the GA general parameters will be made using the extrusion optimisation
example depicted in sedion 5.1 (example OF1 — Table 5.3). Three benchmark problems
[SRI 95] will be used to verify the functionality of the Reduced Pareto Set Genetic Algorithm
(RPSGA) method, developed here, when compared with the Niched Pareto Genetic Algorithm
(NPGA) method [HOR 93, HOR 94]. At the same time some multiobjedive optimisation GA
parameters will be defined for both methods. Finally, these methods will be used to define the
same parameters, but now using the extrusion optimisation problem - OFL.
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GENERAL PARAMETERS

As discussed before, despite the existing theories [GOL 89a, GOL 89, BAC 91, GOL 92] on
the definition of the best optimisation parameters, such as population length, seledion and
crosover methods, crosover and mutation rates, practice @ shown that the decision must be
made based on empirical information. Therefore, using as a starting point the order of
magnitude of values that were used in the literature [GOL 89a], experiments were caried out
using a Pentium 166MHz personal computer. In order to smplify this fudy, due to the
greder number of parameters, eat one will be mnsidered independently of the others,

ignoring the effed of possible interadions between them.
a) Population length

Threeruns of the optimisation algorithm are made using three different population lengths
(100, 200 and 300 individuals). Figure 5.26 shows the global objedive function versus
calculation time, using the population length as a parameter.
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Figure 5.26- Influence of the population length (p.=70%, pm=0.2%).

If the population length is excessively low (N=100), it might not be possible to process
sufficient schemes in order to obtain the optimum [GOL 89b, GOL 92]. In this case, the ideal
length is N=200, since the maximum value of the objective function is reached. The use of a
larger population length (N=300) does not improve the algorithm performance and increases
the computation time.

b) Crosover rate
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The importance of the dosover rate on GAs is asciated with the number of schemata that
will be possible to process Figure 5.27 illustrates this fad by representing the global
objedive function versus calculation time for three different crosover rates. Only crossover
rates above 50% guaranteethat the global objedive function is at is maximum. A crossover
rate of 70% seemsto be alequate.
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Figure 5.27- Influence of the crossover rate (N=200, p,=0.2%).

c) Mutation rate

As in nature, mutation rate must be small. Figure 5.28 shows that for values between 0.2%

and 1.0%, the final results exhibit small differences.
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Figure 5.28- Influence of the mutation rate (N=200, p.=70%).

d) Seledion operator
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Figure 5.29 compares the performance of the proportional, linear ranking and exponential
ranking methods used duing first stage of selection (attribution of a value to the objedive
function). The differences observed are due to the relative seledion pressure inherent to the
different ranking methods and to their cgpacity for exploring new seach space aeas (balance
between “exploitation” and “exploration’). In this case, the use of an exponential ranking
scheme seems more gpropriate.
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Figure 5.29- Importance of the method used in the 1% step of the seledion.

However, ranking also depends on specific parameters. The exponential ranking method
depends on the ¢ parameter (equation 2.9) that controls the seledion presaure. Theoretically
this parameter can varies between 0 and 1, but in pradice only values nea 1 (exclusive)
produces good results. Figure 5.30 shows that although different values produce similar
results c = 0.99 allows attaining the maximum value of the objedive function.

The parameter SP (equation 2.8) controls the selection pressure for the linea ranking scheme.
Figure 5.31 shows the results obtained with 3 values for this parameter, its range of variation
is1 < SP < 2. The optimisation performance deaeases when the value of this parameter is
lower. Thisis easily explained by the fad that for greder values of SP the seledion presaure
is larger.

€) Crossover operator

It is not possible to define theoretically which is the better crossover tednique to apply in
eah particular situation. The choice of the better tednique only is possible through the
experimental verification of their performance Figure 5.32 shows the results obtained with
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crosover in two points and uriform crossover. Moreover, the better performance of the
optimisation with uniform crossover the diff erences are not significant.

Thus, it is possible to conclude that the best GA parameters to use ae N= 200, p.= 70% and
pm between 0.2 and 1%. As <ledion operator can be used, by order of preference
exponential ranking scheme with ¢=0.99, linear ranking scheme with SP=2 or proportional
value. Concerning to the aossover operator, both of the two types gudied (two-points or

uniform) show similar performance
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Figure 5.30- Importance of the ¢ parameter — exporential ranking.
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MULTIOBJECTIVE OPTIMISATION PARAMETERS
In order verify the functionality of the multiobjedive optimisation algorithm developed here

(RPSGA), three benchmark problems [SRI 95 will be studied here before tadkling the
extrusion process The methods based on tournament seledion (NPGA) and of reduced Pareto
set (RPSGA) will be compared for eat case.

a) Benchmark problems
Problem F1:

Minimise f,, = x? (5.1)

Minimise f,, = (x—2)°

Figure 5.33 represents the Pareto frontier for the two functions, f11 and f12. The nondominated
points are located for 0 < x < 20 and for f1; and f1» between 0 and 4.

Problem F2:

Minimise f,, =-X if x<1
=-2+Xx if 1<x<3
=4-x if 3<x<4
=—4+x if x>4

(5.2)

Minimise f,, = (x-5)’
The Pareto frontier is represented in Figure 5.34.
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Problem F3:
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Figure 5.34—Pareto frontier for problem F2.

Minimise f, =(x,-2)° +(x, -1f +2

Minimise f,, =9x, —(x, —1)

Subjectio:

2

X2 +x2-225<0
X, —3%X, +10<0

(5.3)

The Pareto region for this problem is confined to a line given by: x; = -25 and 25 < X <

14.79.

The performance of a multiobjedive optimisation algorithm can be assessed by evaluating

how uniform the distribution of the population along the entire Pareto frontier is and whether
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it is maintained throughout successive generations. The measurement of this distribution can
be made with the chi-square deviation form [SRI 95]:

(5.4)

where q is the number of desired optimal points and the (q+1)™ subregion is the dominated
region, n; is the number of individuals present in the i subregion of the nondominated region,

n isthe expeded number of individuals in the i™ subregion of the nondominated region, and

o? isthe variance of individuals in the i subregion of the nondominated region, given by:

n 55
af:ﬁﬂ—ﬁﬁ i=12...,q (55)
O NO

When the population is succesdully distributed along the Pareto border, the value of the
performance measure is the lowest possble.

PROBLEM F1

The cmputations listed in Tables 5.18 (tournament seledion method) and 519 (reduced
Pareto set method) were made. Three GA parameters will be @nsidered: the radius of a
circumference that is the maximum distance between chromosomes (0ware), the size of the
comparison set (tqom) and the indifference li mits above which the performance of the solutions
is considered as similar (limits). The values used here ae of the other of magnitude of values
that were used in the literature. Table 5.20 presents the values assumed for the other relevant
optimisation parameters.

Table 5.18 Runs for problem F1 —tour nament seledion.

Run Osare tgom(%0 Of N)
1 0.1 30
2 0.1 20
3 0.1 13
4 0.1 10
5 0.001 30
6 0.001 20
7 0.001 13
8 0.001 10
9* 0.001 13
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Table5.19- Runs for problem F1 4educed Par eto set.

Run Ogare limits
10 0.1 0.1
11 “ 0.01
12 ! 0.001
13 0.01 001
14 0.001 “
15 0.001 Q001

16* 0.001 Q01

17* “ 0.001

Table5.20- Algorithm parameters.

Number of generations 200
(NG)

Population length (N) 100
Chromosome length (1) 14
Crosover rate (CR) 0.7
Mutation rate (MR) 0.004
X range [-10, 1Q]
Precision 0.001

The performance measure for the first 4 runs is presented in Figure 5.35. As can be observed,
their value deteriorates during the search. Since it is not easy to distinguish between the
individual curves, a moving average of the performance values will be used in the following.
Thisisrepresented in Figure 5.36, where:

Z’j

MA :’I— i=12...,NG (5.6)

In this equation ¢; is the performance measure for generation j and NG is the total number of

generations.

The improvement obtained in Figure 5.37 with the values of Oy e @nd tgom for runs 5 to 8is
evident. The value of the moving average deaeases rapidly (i.e., the performance increases)
from 10to 5 in the first 50 generations, afterwards it is maintained at the same level during
the 200 generations. A careful observation of the crresponding Pareto curves would show
that the best distribution along the Pareto frontier is obtained with run 7, covering the ettire
frontier and attaining values for f11 close to 0.
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At this point, the reasons explaining the @mnsiderable oscillation on the performance measure
reported above ae not clea. Consequently, an additional run (run 9) without mutation, but
with the other parameters equal to those used in run 7 was made. Since the same type of
oscillation was obtained, mutation is not to bame. Instead, crosver between certain
nondominated individuals that produce dominated offspring could cause this behaviour.

Figure 5.38 represents the moving average along the several generations for runs 10 to 12
where the reduced Pareto set method was applied with different limit values (0.1, 0.01 and
0.001, respedively). It is not possible to make aclear distinction between them. However,

their performance is inferior to that obtained with run 7, where tournament seledion was

applied.

o))

E ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

% ‘ Run 10
=) — Run 11
.g Run 12
p=

0 50 100 150 200

Generations

Figure 5.38- Problem F1: moving average for runs 10, 11 and 12.

The influence of gsnae Can be identified by carrying out runs 11, 13 and 14 (Table 5.19). The
shape of the aurves would be similar to those of Figure 5.38. Whereas the performance value

of run 11 oscillates around 6, that of runs 13 and 14 ceaeasesto 4.

Figure 5.39 shows the moving average of runs 14 to 17, thus ill ustrates the influence of the
limit values and the dsence of mutation (seeTable 5.19). Run 16 (0sa=0.001, limits=0.01
and without mutation) seems to be the best choice. The dired analysis of the Pareto frontiers

would provide the same conclusions.

Finally, a dired comparison between Niched Pareto Genetic Algorithm (NPGA) and Reduced
Pareto Set Genetic Algorithm (RPSGA) will be made. Figure 5.40 shows the moving average
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and the Pareto frontiers for runs 7 (NPGA) and 16 (RPSGA. The reduced Pareto set method

seems to exhibit the best results.

10

a -

g Run 14

] —Run 15

b Run 16

3

s Run 17

3 : : :
0 50 100 150 200
Generations
Figure 5.39- Problem F1: moving averagefor runs 14 to 17.
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3 T T T
0 50 100 150 200
Generations
Figure 5.40- Problem F1: moving average for NPGA and RPSGA methods.
PROBLEM F2

In this case, the best results obtained are shown in Figure 5.41 wsing the parameters given in
Table 5.21. The two methods have similar performance Nevertheless for values of f21 nea 0

and 2, the reduced Pareto set method appeasto get a better distribution of points.
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Table5.21- Algorithm parametersfor problem F2.

Number of generations 200
Population length 100
Chromosome length 14
Crosover rate 0.7
Mutation rate 0.004
X range [-2, 10]
Precision 0.001
Oshare 0.01
Limits 0.01

f12
1

1 0 1 2 3 4 1 0 1 2 3
f11 f11
A) B)

Figure 5.41- Pareto frontier for problem F2: A) NPGA; B) RPSGA.

PROBLEM F3

Since this problem has two variables to optimise and its domain of aduation is restricted by
two inequalities, it requires the use of robust optimisation schemes. The Pareto region is
confined to aline given by x; =-2.5 and 25 < x, < 14.79. Several runs were made, where the
values of Osmae and limits were tested. The parameters used are ajain given in Table 5.21,
except for the x; and X, range of variation (-20 < X1, X2 < 20) and the value of Tware (0.001 for
NPGA). The best results produced by the two methods are shown in Figure 5.42. While the
points corresponding to the NPGA method are dispersed around x;[1[-2.6,-2.1] and 4.66 < x,
< 14.58, the values of the RPSGA method convergeto x; =-2.3, and 4.7 < xp < 14.82. Clealy,
the optimal Pareto frontier was not reated. Probably, this would only be possible by
transforming this problem into an unconstrained optimisation one, for example using an

exterior penalty function [SRI 95].
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Figure 5.42- Pareto frontiers (variables domain): A) NPGA, B) ditto enlarged; C) RPSGA; D) ditto enlarged.

b) Extrusion process

In order to test the same optimisation approades in the optimisation of an extrusion problem,
the example defined in Table 5.1 (case study OF1 in sedion 5.1), in order to satisfy the
criteria set in Table 5.2 will be alopted, but now using the multiobjedive optimisation GA,
instead of an objedive function. For that purpose, the multiobjedive optimisations (mo) listed
in Table 5.22 were caried out (using the following optimisation parameters. N=500, CR=0.7,

MR=0.004, NG=50 and |1=24).

Table 5.22- M ultiobjedive optimisation computations.

Run Opt. method O<hare Limits | Observations
mol Tournament seledion 0.01 -- Repedaed 5times
mo?2 ! 0.001 --
mo3 Reduced Pareto set 0.01 01
mo4 ! ) 0.01
mo5 ! : 0.001 Repeaed 5times
mo6 ! 0.1 0.01
mo7 ! 0.01 ! Equal to mo4
mo8 ! 0.001 !

The use of “full” Pareto curves to compare these results is not an easy assgnment, due to their

similarity and the large number of individuals on both populations (seeFigure 5.43, where the
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Pareto Curve for two criteria— screw length required for melting an output — were depicted, as

an example).
0.7
.06+
£
2
§ I
S 05+ ‘
:  .§8%8 ‘
5 !‘gﬁ ‘ ‘ ‘ ‘ + mol- 50th gen.
g ‘ ‘ ‘ * | o mo6- 50th gen.
Soal 8 [ R ‘ ‘ ‘ ‘ mo gen
o ' , .
0.3 : : : ; i i
1 2 3 4 5 6 7 8

Output (kg/hr)

Figure 5.43 Pareto frontier for runs mol and mo6.

As proposed ealier, these limitations can be overtaken if the populations are simplified by
means of the reduced Pareto set algorithm. Figure 5.44 pesents the rresponding Pareto
frontiers, in the aiteria domains, for runs mol and mo6, where the output (only criterion to
maximise) is plotted against length of screw required for melting, melt temperature and power
consumption. If the frontiers are analysed individually, it is possible to conclude that run mo6
is better. However, the best points in one Pareto frontier, e.g., output versus length for
melting, can be the poaest points on another partial frontier, e.g., output versus melt

temperature.

Consequently, an alternative method will be used to compare the results. The best results will
be compared upon affecting the weights of Table 5.3 to final population (generation 50),
using the objective function defined by equation 2.22.

Figure 5.45 shows the values of the global objective function for runs mol and mo2 (Table
5.22). Clealy, themolrunis superior in al the caes gudied.
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Figure 5.45- Global objective function for runs mol and mo2.

Figure 5.46 shows the results obtained when limits are varied (runs mo3 to mo5, Table 5.22),
the best run seems to be mo4 when limits is equal to 0.01. The influence of Osare IS presented

in Figure 5.47 (runs mo6 to mo8). The best performance is obtained when Ogae is equal to

0.1 (run mo6).

Another important matter to take into consideration is the reproducibility of the results. In
order to estimate this, runs mol (NPGA) and mo5 (RPSGA) were repeded 5 times eah.
Given the results obtained (Figures 5.51 and 5.52), NPGA method seems to be stable than the
RPSGA method. However, if the 3 best results provided by each one ae cmpared (Figure

5.50), the differences are not impressve, but runs mo5c and mo5e, corresponding to RPSGA

method are the best.
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Figure 5.46- Global objective function for runs mo3 to mo>5.
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Figure 5.50- Comparison between NPGA and RPSGA methods.

5.4.2- Optimisation of the operating conditions

As <ttled before, one of the main objedives of this work is to optimise aitomatically the
operating conditions for a given extruder/polymer combination. This means, for example, to
define the screw spead and barrel temperatures profile that produce the better extruder
performance, i.e., that maximise the output and the degree of mixing, minimise the screw
length required for melting, the melt temperature, the power consumption and the residence
time of an extrusion process Not only some of these individual objedives are contradictory,
but also they can have different importance to the process The use of an objedive function,
as represented by equation 2.22, easily permits the dhange of the relative importance of the
several criteria, and by thisway to determine the crresponding optimal conditions. However,
when it is necessary to make this change anew run of the optimisation algorithm needs to be
performed. This difficulty can be undertaken using a multiobjective optimisation
methodology as those presented before, namely the Niched Pareto Genetic Algorithm
(NPGA) and the Reduced Pareto Set Genetic Algorithm (RPSGA) methods. In this case the
result is a Pareto frontier where all the optimal conditions were represented. The decision-
maker only needs to take into consideration the trade-off between the relevant criteria in order

to choose the corresponding optimal solution.
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To optimise the operating conditions will be used an example where the objedive isto set the
screw speed and the barrel temperature profile in three ones in order to maximise the output
and to minimise the screw length required for melting, the melt temperature and the power
consumption. For that the values of Tables 5.1 (range of variation of operating conditions),
5.2 (criteria definition) and 5.3 (weights of the individual criteria) will be used. This example
will be studied for all cases of Table 5.3 using both the Genetic Algorithm with objective
function (equation 2.22) and the Reduced Pareto Set Genetic Algorithm (RPSGA), and for
each one the analytical and the numerical models. Finally, these results will be mmpared with
experimental results obtained in a Leistritz extruder (Table 4.3). Table 5.23 presents the
numerical and the GA parameters used for the optimisation types gudied.

Table5.23- Numerical and GA parameters used in the optimisations.

Optimisation type

Parameter Objedive function Reduced Pareto Set
Analytical Numerical | Analytical Numerical

Number of incrementsin Z direction 100 100 100 100
Number of grid pointsin transversal plane - 10 - 10
Initial thickness of the film closeto the barrel - d - d
Initial thickness of the film close to the screw - d - d
root and passive flank
Initial melt pool width - 2& - 2&
Screw temperature upon solids conveying - -
Population length 200 200 500 500
Crossover rate 70 70 70 70
Mutation rate 2 2 2 2

Selection operator

exp. ranking +
roulette whed

exp. ranking +
roulette whed

exp. ranking +
roulette whed

exp. ranking +
roulette whed

Crossover operator two points two points two points two points
Number of generations 50 50 50 50
Chromosome length 24 24 24 24
Oghare - - 0.1 O-l
limits -- -- 0.01 001

NOTE: & - flight cleaance

Figure 5.51 shows the evolution of the global and the individual objedive functions as the
seach proceeals for case study OF1. The optimisation process gems to converge after 20
generations. During the seach the growth of the global objedive function follows the
evolution of the output individual criterion, given their higher relative importance
Simultaneously the other criteria deteriorate during this process Obviously, the output growth
is achieved at expenses of power consumption. Likewise, a higher output implies short

residences times and consequently an increase on the screw length required to melting the
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polymer. Furthermore, the viscous dissipation increases with the output, which has a

consequencethe increases of the melt temperature.
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Figure 5.51- Genetic Algorithm optimisation d global and individual objedive functions
(case study OF1, Table5.3).

The @nvergence of the genetic search is achieved when a reasonable number of population
individuals have the same value. Figure 5.52 shows the evolution of the global objedive
function considering the best individual and the average of best 30, 50, 75 and 100% of the
population. The best individual of each generation converges rapidly and maintains its value.
Likewise, the average of 30, 50 and 75 % of the population converge to the same value and
maintain it. This does not happens for the average of 100% of the population, becaise in all
the generations mutation has a (small) probability to occurs, which due to its charaderistics
can produces considerable modifications on some individuals. Thus, the use of an average of

75% of the population as a mnvergence aiterion seams to be alequate.

—%— Best
——30%
—=—50%
——75%
—>—100%

Global Objective Functio

Generation

Figure 5.52- Evolution of global objedive function for the average of the best and
the average of best 30, 50, 75 and 100% of the population.

The evolution of the genetic algorithm optimisation can also be followed using the parameters

to optimise, screw speed and barrel temperatures in three ones. Figure 5.53 presents the
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evolution of the mean value of the best 75 and 30 population individuals of each generation
(bold and thin contour lines, respedively), forming the pradical operating window. The initial
variation range is also represented. The best algorithm performance relatively to Figure 5.25
is due to the use here of improved GA parameters.
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Figure 5.53 Practical operating window. Bold contours: mean value of the best 75%
chromosomes; thin contours; mean values of the best 30% chromosomes.

Figure 5.54, where the evolution of the global and individual objedive functions for case
studies OF2 to OF5 (Table 5.3) are represented, demonstrates that the results are sensitive to
the relative importance of the process variables. This point is clealy confirmed by
observation of the results obtained for case studies OF1 and OF4, where the weights affeding
the output and the power consumption are interchanged. The behaviour of the global objedive
function is similar to that of the most important individual criterion. These two criteria ae not
only conflicting in the objective function (usually the aim is to maximise the output and
minimise the power consumption), but also in their interadion (as increasing the output

reguires more powey).

The use of a multiobjedive optimisation methodology as the one developed in this work,
Reduced Pareto Set Genetic Algorithm (RPSGA), easily permits with one run to obtain, not
only the 5 solutions represented by each one of the caes dudied, but the entire Pareto
frontier. Figure 5.55 shows the Pareto frontiers obtained in the optimisation of the operating
conditions using both the RPSGA and the numerical model (Table 5.23). These airves are
graphed as a function of mass output asuming these as the most important criterion;
however, they can be represented as a function of any other criteria. The decision-maker can

choose adesirable value for the output (if this is the most important criterion, as in the cae
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study OF1) seethe value of the other criteria (Figure 5.55-A) and relate this point with the
corresponding operating conditions (Figure 5.55-B). However, since this is a
multidimensional problem is possible that optimal points for given two criteria could not be

optimal for any other two criteria.

l 08 AAAAAAAAAAAAAAAAAAAAAAAA l
e 085 2 O e ————————— 08 §
o S R A S S A S S A S
3 L ooz - - LT L
e 062 Q L 106 2
3 3 3 4 ' ' ' ' 3
) = 8 065 F - X - - - e e e =

ey Ke)

< 1048 3 +04
fE 3 EO6gF ~ - 3
o = g , , , , 2
o T+ 0.2 E 055 4R- - - - - - - - - - - - - 0.2 £

0 0.5 f + T + 0

0 10 20 30 40 50

Generation Generation

1 0.8 1
g .os% .;0'75” A .08%
o = o c
c T S I
P 07 % - - - - - - <'- - - oo o L O07XRe&E - - - - - - - - - - - - - - - oo - - 06 ]
2 T06 3 g 1062
Boesdk. g B 065 d . . ennneoRoReeaa0000000000GRRRON00000KK g
koS = 2 065 =
S +04S S +04S
FO6Y - - - ) EO6y X - )
° = ©° , , , , =
O s & - s 0.2 E © 055"y - - = - = = 1= = = == = = = - - = T 0.2 E

0.5 f + + + 0 0.5 + + + 0

0 10 20 30 40 50 0 10 20 30 40 50

Generation Generation

—*—Globd —®Output —™Lengthfor melting —#*—Meélttemperature —><— Power consumption
Figure 5.54- Evolution of the global and individual objedive functions for case studies OF2 to OF5.

Table 5.24 shows the results corresponding to the maximisation of equetion 2.22 and using

the analytical model. The data indicates that:

* When the most important criterion is output maximisation, screw speeal converges to its
maximum value — OF1;

* When the weight attributed to the minimisation of the length of screw required for melting
is higher, barrel temperature for zone 1 is also higher, since melting occurs predominantly
here — OF2;

* Minimisation of length of the screw required for melting, melt temperature or power
consumption is always achieved when the screw spedl is at its lowest possible value (10
rpm) — OF2 to OF4;
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* Meélt temperature a the extruder exit is at its minimum, using the lowest barrel temperature
profile — OF3.
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Figure 5.55- Pareto gptimal set: A) criteria efficient frontiers; B) operating conditions efficient frontiers.

If the same problem is ®lved using a multiobjedive optimisation methodology, the final
result is a Pareto frontier where, in principle, all the set of weights are represented. For that
reason, the use of a specific combination of weights, is only possible through an indired
approad. In this case, the objedive function was applied to the same final generation, using
successvely the various weights, and the best individual of each set of weights is chosen.
Table 5.25 pesentsthe @rresponding operating values.
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Table 5.24- Operating conditions for OF optimisation — analytical model.
OF1 OF2 OF3 OF4 OF5

N (rpm) 50 10 10 10 10

T1(°C) 150 167 152 152 151

T2(°C) 160 170 161 170 160

T3(°C) 170 170 170 170 170

Table 5.25- Operating conditions for RPS — analytical model.

Cases under study

OF1 OF2 OF3 OF4 OF5
N (rpm) 50 10 10 10 10
T1(°C) 154 174 154 154 154
T2 (°C) 161 166 161 161 161
T3 (°C) 170 170 170 170 170

The values in Tables 5.24 and 5.25 are similar. Differences exist for T, in Case OF4 (9°C),
but they have little importance & suggested by the experimental data (Table 5.13).

As discussed previously, the biggest advantage of a multiobjedive optimisation is the
possibility of testing “all” the combinations of weights only with one run. Therefore, the
decision-maker, upon obtaining the Pareto frontier from a multiobjedive optimisation

scheme, posesses the necessary information to made decisions about the process

If the objective function is now optimised using the numerical model, the data presented in
Table 5.26 is obtained. A comparison with the results obtained with the analyticd model
(Table 5.24) shows that case studies OF1 and OF4 have different T, and T, respedively and
that case study OF3 has a distinct screw speel. In the cae of multiobjedive optimisation

using the numerical model (Table 5.27) the differences are more important.

Table 5.26- Operating conditions for OF optimisation —numerical model.

Casesunder study

OF1 OF2 OF3 OF4 OF5
N (rpm) 50 13 17 10 12
T1(°C) 184 165 151 155 155
T2 (°C) 165 177 162 196 172
T3 (°C) 170 170 170 170 170
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Table 5.27- Operating conditions for RPS — numerical model.

Casesunder study
OF1 OF2 OF3 OF4 OF5
N (rpm) 50 27 10 10 10
T1(°C) 188 184 177 177 177
T2(°C) 164 180 193 193 193
T3 (°C) 173 170 170 170 170

In order to compare and discuss the optimisation results obtained either by extrusion
experiments or by computations, three gproades were ansidered namely fadorial design of
experiments, GAs with an objedive function and multiobjedive optimisation with GAs. In
the first case, it is possible to define the operating conditions through extrusion experiments,
analytical results, or numerical results. In the remaining approacdhes, analytical or numerical

modelling were cnsidered.

In this dudy the intent is to optimise the operating conditions (screw speed, and barrel
temperature profile — Table 5.1) in order to maximise the output and to minimise the melt
temperature and the power consumption (Table 5.2). In order to be possible the cmparison
between the gproach that uses experimental results and the others, the minimisation of the
screw length required for melting will not be cnsidered. Thus, Table 5.3 is transformed into
Table5.28.

Table 5.28- Weights of the individual criteria.

Case Weights

Studies W,y W, W; W,
OF1 0.6 0 03 0.1
OF2 -- -- -- --
OF3 0.2 0 06 0.2
OF4 0.1 0 03 0.6
OF5’ 0.(3) 0 0.3) 0.(3)

Tables 5.29 to 532 summarise the results obtained on the optimisation of the operating
conditions for the cae studies OF1" (Table 5.29), OF3" (Table 5.30), OF4" (Table 5.31) and
OF5" (Table 5.32).

When more importance is given to output (case study OF1" - Table 5.28), screw sped
converges to its maximum possible value in all the goproadcies. The diff erences between them
ocaur for T; and T2. While the values of T; obtained with the gproaces that use the
numerical model are closer to the corresponding experimental values, the values of T, for both
models are different. This is due to the fad that, for the analytical model, the output does not
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seem to vary with barrel temperatures but melt temperature does (Figure 5.21); consequently
the melt temperature aiterion assuumes ome importance For the numerical model T, does not
affed the output, whereas has sme influence on melt temperature (Figure 5.23)

Table 5.29- Results of the various approaches for OF1".

Optimisation type M odel N (rpm) | T1(°C) T, (°C) T3 (°C)
Fadorial design Experimental 50 190 180-200 170
Fadorial design Analytical 50 150 160 170
Fadorial design Numerical 50 190 160 170
Objedive function GA Analytical 50 150 160 170
Objedive function GA Numerical 50 182 166 170
Reduced Pareto Set GA | Analytical 50 154 161 170
Reduced Pareto Set GA | Numerical 50 180 165 173

Table 5.30 pesents the results when the main criterion is the minimisation of melt
temperature at the eit of the extruder. As the experimental data suggests, the last barrel
temperature determines melt temperature (Table 5.12) and then the values of T: and T»
converge to their maximum possible value. Screw speed does not seem to be determinant
since it converges to values between 10 and 30 rpm. This happens due to the small weight
attributed to the output criterion. Analytical computational results indicae that this objedive
is achieved with the lowest barrel temperature profile and the lowest screw speed. This is
explained by the fad that, when this mathematical model is used, barrel temperatures T, and
T, have some importance (Table 5.13) and the variation of melt temperature with the screw
spedal is non regligible (Figure 5.21). For the gproades that use the numerical model, when
the screw speed is small (fadorial design and RPSGA) the value of T, is the greaest possible.
This is justified by the fact that for screw speed equal to 10 rpm melt temperature does not
vary with T, (Figure 5.23).

The minimisation of the power consumption (case study OF4" — Table 5.31) is acomplished
with the lowest screw spead. The results of all approadhes are very similar, the greater
differences occur on T, for the analytical results. Being the power consumption behaviour, as
a function of screw speed and Ty, similar in all the gproades, the differences observed are
probably due to the sensitivity to melt temperature (Figures 5.19to 5.24).

When is given equal importance to the aiteria (case study OF5™ — Table 5.32) the results are
similar to those of the previous two case studies as well as the reasons for this behaviour.
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Table 5.30- Results of the several approaches for OF3'.

Optimisation type M odd N (rpm) | T1(°C) T2 (°C) T3 (°C)
Fadorial design Experimental 10-30 190 200 170
Fadorial design Analytical 10 150 160 170
Fadorial design Numerical 10 150 200 170
Objedive function GA Analytical 10 152 161 170
Objedive function GA Numerical 17 151 162 170
Reduced Pareto Set GA | Analytica 10 154 161 170
Reduced Pareto Set GA | Numerical 11 157 200 171

Table 5.31- Results of the several approaches for OF4'.

Optimisation type M odd N (rpm) | T1(°C) T2 (°C) T3 (°C)
Fadorial design Experimental 10 150190 200 170
Fadorial design Analytical 10 150 160 170
Fadorial design Numerical 10 150 200 170
Objedive function GA Analytical 10 152 170 170
Objedive function GA Numerical 10 155 196 170
Reduced Pareto Set GA | Analytica 10 154 161 170
Reduced Pareto Set GA | Numerical 11 157 200 171

Table 5.32- Results of the several approaches for OF5'.

Optimisation type M odd N (rpm) | T1(°C) T2 (°C) T3 (°C)
Fadorial design Experimental 10 170190 200 170
Fadorial design Analytical 10 150 160 170
Fadorial design Numerical 10 150 200 170
Objedive function GA Analytical 10 151 160 170
Objedive function GA Numerical 12 155 172 170
Reduced Pareto Set GA | Analytica 10 154 161 170
Reduced Pareto Set GA | Numerical 11 157 200 171

5.4.3- Screw design

Screw design, i.e., the optimisation of the screw geometry parameters, is a very challenging
task. First of al, the number of parameters to optimise an vary widely. This means that the
use of GAs requires the manipulation of a chromosome of variable length, that needs to
“accommodate” the eventual existence of mixing sedions, barrier compression zone, grooves
on the barrel, etc. Another important asped is the multi-modality of the seach space which
constitutes an additional problem for the algorithm. Moreover, the pradical definition of the
screw geometry must involve complex situations, such as processing a single polymer under a
relatively wide operating window, a single polymer but with varying properties (various
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grades) or even several polymers. This means that not only the optimisation of a number of
objedives are pursued, but the sensitivity of those objedives to changes in the process
variables must also be considered.

Such an analysis is complete only if the operating conditions and the mechanical behaviour of
the screws are examined. The design of a screw with optimal process performance needs to
take into acount the mechanical strength to support the stresses required by the @nveying
process Variables such as the torsional strength of the screw roat, strength of the screw flight
and lateral defledion of the screw are fundamental and need to be caefully thought about.

In this sedion, a preliminary study on the optimisation of the screw geometrical parameters,
using Genetic Algorithms with objective function (Figure 5.2), in order to satisfy the aiteria
of Table 5.4 will be made (Table 5.5). Taken into aacount the multi-modality of this
optimisation problem (as will be seen rext), the use of a multiobjective algorithm that
produces a set of solutions (Pareto frontier) can be useful in order to obtain various similar
answers with one run. Therefore, four runs of the optimisation procedure using the Reduced
Pareto Set Genetic Algorithm, for case studies 6 to 9 with multiple aiteria and different
relative weights (Table 5.5) will also be made. Finally, an example where the aim is to design
a onventional screw (Figure 5.2), to use with 3 different materials (HDPE, LDPE and PVC),
in order to satisfy the aiteria of Table 5.4 and to obtain the most equili brated performance
will be studied. The processing conditions were maintained constant, case studies (or runs) 6,
16and 17(Table5.5).

a) GA with objedive function

Figure 5.56 shows the results obtained when the aim of the optimisation considers only the
individual criteria. An identica screw is obtained when the objedives are to maximise the
output (Q — run 1) and minimise the power consumption (P —run 4). In this case the channel
depth in the metering zone is the largest possible (D3 = 27 mm) and the wmpression ratio is
small (CR =1.73), since such a screw offers small resistance to the flux. When the objedives
are to minimise the length of screw required for melting (L — run 3) and to maximise the
degreeof mixing (W —run 5) the dhannel depth converge for asmall value (D3 = 32.8) and the
compresson ratio is greder (CR = 5). Furthermore, this rew has the largest metering zone
length (20.3D). Here the objedive is to melt the polymer ealier in order to have, not only a
small melting zone, but also a bigger degreeof mixing. Since the melting occurs essentially in
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the melt conveying zone of the process The minimisation of the melt temperature (T —run 2)
is achieved with a screw with a compression ratio equal to 4 and with the greaest possble
value for the internal screw diameter (equivalent to small channel depth). This reved that the
increase on the melt temperature is not due to viscous dissipation hbut is controlled by hea

conduction (as concluded before — sedion 5.4).
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Figure 5.56- Influence of theindividual criteria.

The results for different relative weights are presented in Figure 5.57. As can be seen, when
greder weight is given to the maximisation of the output (run 6), the screw is similar to that
obtained when the maximisation of the output and the minimisation of power consumption
are onsidered alone (runs 1 and 4). The screws differ in the length of the compresson zone,
since here some importance is given to the minimisation of the screw length required for
melting and the maximisation of the mixing degree The screw obtained in this case reflects a
compromise between higher outputs (run 1) and these two criteria. In the remaining cases the
screw obtained is the same and is identical to that obtained when the screw length required for

melting and the degree of mixing are wnsidered alone (run 3 and 5. Again a cmpromise
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between objedives is obtained, but now the screw reflects the small importance of the output

by deaeasing the internal screw diameter from 32.8 to 31.9 mm.
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Figure 5.57- Influence of the diff erent rdative weights.

At this point it will be important the study of the reproducibility of the results and to verify if
this optimisation problem is multi-modal. Figure 5.58 shows the results obtained when 3 runs
of the same optimisation problem are made using the same aiteria and operating conditions
(runs 6, 10 and 11). The dgorithm converges for two different solutions; this probably means
that the problem is multimodal [GOL 87]. In order to confirm this task the global objedive
function is plotted against two of the parametersto optimise (L1 and L) - seeFigure 5.59. As
can be seen, there ae various maxima distributed at random along the seach space

Figure 5.60 shows the influence of screw speed on the design of a screw. As the screw speed
increases the mmpression ratio deaeases and the cmpresgon zone is transferred from the
beginning to the middle of the screw. The screw obtained with 10 rpm (run 12) has a channel
depth the smallest possible. In this case it was necessary to have asmall channel depth in
order to increase the polymer compression cagpacity of the screw. When the screw speel
increases the melting of the polymer occurs later on the screw (runs 13 and 6), since the

residence time of the polymer inside the extruder deaeases. Consequently the compression
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zone follows this behaviour becaise during the melting phase it was necessary to compress
the polymer in order to increase the melting cgpacity.
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Figure 5.60- Influence of the processing condtions (screw speed).

The influence of barrel temperature profile on the screw design optimisation will be studied
with an example where the 3 screws obtained with 3 different screw speeds (Figure 5.60, runs
12, 13 and 6) were subjected to 3 different barrel temperature profiles (Table 5.33).

Table 5.33 Barr el temperature profiles.

T1(°C) T2 (°C) T3 (°C)
Profile 1 150 170 190
Profile 2 160 180 200
Profile3 170 190 210

Figure 5.61 shows their behaviour in terms of the global objedive function determined using
the 5 criteria and the weights correspondent to run 6 (Table 5.5). The variation of the global
objedive function with screw speel and barrel temperature profiles is linear. The best screw
for 10 rpm is that obtained with N=10 rpm and Profile 1. The screw obtained with N=50rpm
and Profilel shows the best performance for screw speeds of 30 and 50rpm. This is probably
due to the similitude of the two last screws in terms of the channel depth.
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Figure 5.61- Influence of the barrd temperature profile: A) screw for N=10rpm;

B) screw for N=30rpm; C) screw for N=50rpm.

Figure 5.62 presents the results obtained in the screw design optimisation, but now including
additionally the screw pitch as a parameter to optimise. Two situations are studied: constant
screw pitch along the screw (run 14) and dfferent screw pitch for ead geometrical zone (run
15). For both cases the screw obtained has a screw pitch that corresponds to a helix angle of
21°. Generally this value is equal to 17.7°, correspondent to a square screw where the pitch is
equal to the screw external diameter.
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The influence of different materials on the screw design is presented in Figure 5.63 (runs 6,
16 and 16). The screws obtained for the two polyolefines (runs 6 and 16 respedively for
HDPE and LDPE) are identicd, since they have similar properties. However, the localisation

of the compresson zone of the screw optimised for LDPE (run 16) is closer of the feed zone,

probably due to its lower thermal conductivity (Appendix B). The larger compression zone of
the screw optimised for PVC (run 17) is probably due to its higher viscosity (Appendix B).
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Figure 5.63 Influence of different materials.

Finally, if some changes in the viscosity level of an HDPE (runs 18, 6 and 19 and the

corresponding optimisations are performed, threedifferent screws are obtained (Figure 5.64).
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The optimal screws for low (run 18) and high (run 19) viscosity levels have a smaller
compresson ratio and a higher length of the cmpresson zone than that obtained when a

medium viscosity level (run 6) is considered.
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Figure 5.64- Influence of the viscosity level.

b) Multiobjedive optimisation with RPSGA method

Table 5.34 shows the 6 best results obtained on the screw design optimisation of the caes
corresponding to runs 6 to 9 (Table 5.5). In this case, the optimisation was performed using
the Reduced Pareto Set Genetic Algorithm (RPSGA) using the parameters presented in Table
5.23 (analytical model). The last generation (50) was ordered in function of a global objedive
function (equetion 2.22) computed using the weights corresponding to runs 6 to 9. Then, the 6
best individuals are diosen. The 6 screws of each run are similar to those obtained before
(Figure 5.57) and between themselves. The avantage of this method (RPSGA) is that the
decision-maker has now multiple optimal alternatives, which in principle take into acount the

multi-modality of the problem.
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Table 5.34- Screws geometry and corresponding criteria values obtained using RPSGA.

Ly L, D, Ds Q Lt T ew | WATS] CR
xD) | D) | (mm) | (mm) | (kg/hr) | (m) (°C) (W)
124 | 64 | 200 | 272 | 1190 | 08203 | 1651 | 2256 | 6637 | 182
122 | 96 | 200 | 278 | 1183 | 08553 1646 | 2134 | 4®5 | 195
Run6 | 124 | 33 | 216 | 272 | 1169 | 07845| 1667 | 2403 | 8800 | 164
121 | 56 | 204 | 276 | 1159 | 07884 | 16656 | 2343 | 8%l | 186
124 | 69 | 200 | 280 | 1156 | 08113 166l | 2283 | 7801 | 200
124 | 50 | 216 | 280 | 1147 | Q7857 | 1676 | 2419 | 9334 | 180
35 28 | 228 | 318 | 4526 | Q322 | 1918 | 2481 | 84R | 314
38 29 20 316 | 4334 | Q319 | 1919 | 2389 | 834 | 364
Run7 | 33 32 | 204 | 318 | 4432 | Q326 | 1919 | 2434 | 844 | 371
33 32 | 212 | 318 | 4448 | Q328 | 1916 | 2437 | 8414 | 352
4.4 29 | 206 | 316 | 4908 | Q346 | 1902 | 2374 | 76% | 350
32 28 | 204 | 312 | 3807 | Q302 | 1938 | 2291 | 845l | 325
35 28 | 228 | 318 | 4526 | Q322 | 1918 | 2481 | 84R | 314
33 32 | 212 | 318 | 4448 | Q328 | 1916 | 2437 | 8414 | 352
Rung | 33 32 | 204 | 318 | 4432 | Q326 | 1919 | 2434 | 844 | 371
43 28 | 216 | 318 | 4844 | Q34 | 1907 | 2522 | 801l | 343
38 29 20 316 | 4334 | Q319 | 1919 | 2389 | 834 | 364
38 28 20 316 | 6165 | Q357 | 1891 | 2773 | 682 | 364
3.2 28 | 204 | 312 | 3807 | Q302 | 1938 | 2291 | 845l | 325
32 28 | 204 | 312 | 3807 | Q302 | 1938 | 2291 | 845l | 325
Runo | 38 29 20 316 | 4334 | Q319 | 1919 | 2389 | 834 | 364
25 35 | 205 | 313 | 4201 | Q312 | 1931 | 2375 | 818 | 330
33 29 20 312 | 4255 | Q313 | 1929 | 2367 | 8006 | 333
4.4 29 | 206 | 316 | 4908 | Q346 | 1902 | 2374 | 76% | 350

¢) Optimal screwto use with 3 dfferent polymers
As described at the beginning of this ®dion, the objedive here is to design a screw that can

be used with 3 different polymers, with the most overall performance In order to acieve that

the optimisation strategy is the following:

1- Make 3 different optimisations, one for eat material (as those made before - Figure
5.63).

2- Make asingle optimisation, where the “global” objedive function is the average of the
global objective function for ead material.

3- Make asingle optimisation, where the “global” objedive function is the sum of the
minimum individual functions (Max-Min) for al materials, affeded by the respedive
weight, caculated as follows:
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FO, = iwj Min (F,,) &0

where, q is the number of criteria, w; is the weight attributed to eah and F; is the

individual objedive function for criterion j and material k.
4- Chose ascrew, based on an analysis of gains and losses of optimisations 2 and 3 relatively
to the individual optimisations 1.
In order to do this, each of these 5 optimisations was repeaed 10 times (to overcome the
multi-modality problem). Therefore, 5 different screws are obtained corresponding to the best
of each set of 10 runs. The best screw obtained for eat material will be compared with the
screws obtained using the average and the Min-Max global objective functions. This
comparison will be made in terms of: output (Figure 5.65), power consumption (Figure 5.66),
specific energy - power/output ratio - (Figure 5.67), screw length required for melting (Figure
5.68), WATS (Figure 5.69), melt temperature (Figure 5.70) and melt/barrel temperatures ratio
(Figure 5.71).

Given the higher weight attributed to output maximisation, the screws have higher output,
power consumption and screw length required for melting as well as lower WATS. The screws
obtained for eat polymer have higher output (Figure 5.65) and lower specific energy (Figure
5.65). The screw obtained with the Min-Max objedive function is better than the one obtained
with the average objedive function. If the screw obtained with the Min-Max objective
function is chosen the losss in terms of the output are drca 3 kghr for HDPE, less than 1
kg/hr for LDPE and circa 2 kghr for PVC. The losss in terms of specific energy are circa
0.03 Jkg for HDPE and lessthan 0.001 Jkg for LDPE and PVC. Concerning screw length
required for melting and WATS criteria the best screw is obtained with the average objective
function, but the performance of the screw obtained with the Min-Max objedive function is
amost as good. Finally, for all the polymers gudied, the performance in terms of the melt
temperature and melt/barrel temperature ratio criteria is identical. It is possible to conclude
that the screw obtained with the Min-Max objedive function has better performance than the

obtained with the average objedive function.

At this point, to choose a screw the decision-maker needs to make abalance between two
costs. The costs in terms of output if the screw obtained with the Min-Max objedive function
is chosen and the @sts aswociated to the manufadure of three screws and to the time needed
to change them on the extruder if the threescrews obtained alone ae chosen.
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6- CONCLUSIONS

An optimisation approach to solve “automaticdly” single screw extrusion inverse problems
was proposed and implemented in this work. The scheme developed was applied to the setting
of the optimal operating conditions of an existing extruder and to the design of new extrusion

SCrews.

Genetic Algorithms are of easy application, show the caacity to deal with complex seach
spaces, do not require any sort of additional information and the results are sensitive to the
process parameters with physical meaning. Furthermore, GAs can be changed to take into
acount the existence of several criteria to be satisfied simultaneously, which is a
charaderistic of most real world optimisation problems. The gproad based on the weighting
of several individual criteriarequires the a priori definition of the weights, the results having
been shown to be sensitive to changes in these weights. However, if the decision-maker needs
to change the relative importance of the aiteria, the program neels to be run again.
Conversely, the goproach based on the ancept of Pareto’s optimality allows the definition of
Pareto frontiers between all the aiteria only with one run. In this case if the user wants to
define the aiteria values to be satisfied in order to choose either the operating point or the
screw geometry, a trade-off between the different criteria and parameters to optimise will be
establi shed.

The mmparison between experimental and computational results produced by two dfferent
models clarifies the importance of the modelling padkage. It is clea that, when the numerical
modelling routine is used, the optimisation results are closer to the experimental ones,
regardless of the goplicaion of factorial design or genetic algorithm optimisation methods.
One drawbadk of such methods is that the computation time grows exponentially. However,
this question is becoming pogressively less relevant given the exponential increase of
computational power and the fad that atrial-and-error approad is avoided.

The Reduced Pareto Set Genetic Algorithm (RPSGA) multiobjective optimisation method
developed in this work showed a good performance when applied to both benchmark and
extrusion problems. The mmparison with the Niched Pareto Genetic Algorithm (NPGA)
shows that there is not a clea winner, the main advantage of the RPSGA method lying in the
reduction of the Pareto set, especially in problems that require large populations.

In this work it was clealy demonstrated that a fundamental step of optimisation strategies
using GAs is the definition (or setting) of its parameters (crosover and mutation rates,
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population length, etc). The gpropriate doice of these parameters increases the performance
of the optimisation algorithm in terms of both the best results and the least time needed by the
computations. This type of analysis is aways required if changes on the optimisation
conditions are to be made (number of variables to optimise, type of these variables, etc). The

parameter values obtained in this work can be used as a starting point for new studies.

The runnng of the numerical modelling padkage implemented in this work depends on some
parameters that were defined a priori. The parameter most susceptible of influencing the
results is the grid size in the transversal plane - xy, which is related with the used numerical
algorithm (finite differences, in this case). As expeded, if the number of grid points increase
(i.e, the grid size deaeases) the model predictions improves but a the epense of
computation time. It was determined that the best grid size when the numerical modelling
padkage isto be used by the optimisation algorithm (were it neals to be run several times), is
10 gid points. With this grid size it is possible to obtain good optimisation results with
ressonable computation time. Conversely, if the objective is to study a specific processing
situation, where only afew runs are needed a grid size of at least 15 points is recommended.

The setting of the increment length in the down-channel diredion does not offer any
difficulty, since in this case the incresse in computation time is not important. Other
parameters concerned to processvariables (initial thicknessof the films surrounding the solid
bed, initial melt pool width, criterion to estimate the length of delay zone Il, screw
temperature dong the solids conveying zone) were dso defined. In this case the dhoice of the
corresponding values is trivial and does not offer special attention, except in the cae of the

screw temperature where the best option is to consider the screw to be aliabatic

The assessment of the optimisation results of the computational operating conditions obtained
by the three gproades (fadorial design, genetic dgorithms with an objedive function and
reduced Pareto set genetic algorithm) and using the two theoretical models of the extrusion
process (analytical and numericd) allows one to conclude that the gproadces where the
numerical model is used yield better result. Differences only occur for barrel temperatures T,
and To.

The results obtained for screw design show that the optimisation algorithm is sensitive to the
importance of the different criteria, to changes in the operating conditions and to changes in
the polymer properties. The study of the reproducibil ity of the optimisation algorithm and the
graphical representation of the global objective function as a function of two parameters to
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optimise shows that this is a multimodal problem. Finally, a methodology to verify the
possibility of using just one screw for threedifferent polymers (LDPE, HDPE and PVC) was
studied. In this, in order to choose ascrew(s) the decision-maker neels to strike abalance
between the s related with the losses in output (if the decision isto use just one screw for
the three polymers) and the costs related to the manufacure of three screws and time neeled

to change them on the extruder.
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7- SUGGESTIONS FOR FURTHER WORK

Several interesting and challenging studies can be caried out to extend the present work,
some possibilities being:

i) To further develop the optimisation methodology for screw design with GAs by
extending the numerical analysis used in this work to the modelling of barrier screws and

mixing sedions.

i) To extend this methodology to the modelling of the plasticaing phase of injedion
moulding (reciprocaing-screw) that can be included in an optimisation methodology (as
the one used in this work) for the setting of the operating conditions and for screw and

non-return valve design.

i) To apply the methodology developed in this work to the optimisation of the operating
conditions and for screw design of co-rotating twin-screw extruders.

iv) Given the computational time mnsumed by the modelling padage, improvements in the
discretisation with finite differences should be pursued. For example, the Crank-Nicolson
scheme may be replacel by the A.D.l. (Alternating-Diredion Implicit) scheme,
particularly in the case of two-dimensional analysis.

In the optimisation methodology with GAs for screw design, the doice between the screw
configuration, i.e., the definition of whether the screw is conventional or barrier-type and if it
has mixing sedions or not, will be made aitomatically. The simple chromosome described in
chapter 2 will be modified in order to include the geometrical parameters (of the conventional
and barrier screws and of the mixing sedions), two flags that indicae if the screw is
conventional, barrier-type and/or has mixing sedions and two flags that will define the type of
the barrier screw and mixing sedions. Figure 7.1 ill ustrates this purpose. The GA evaluates
each chromosome thus defined and the final result includes a screw that can be @mnventional

or barrier-type and can include or not mixing sedions depending on the flag values.

The @plication of this optimisation methodology to twin-screw extrusion will be
acomplished using the “LUDOVIC” commercial modelling padkage, which was developed
at CEMEF (Centre de Mise en Forme de Matiéres Plastiques), Sophia-Antipolis, France This
programme is able to compute melt temperature profile, residence time distribution, pressaure
profile, mixing degree power consumption and shea rates for a given twin-screw extruder
geometry, operating conditions and polymer properties. Therefore, it will be possible to
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optimise the operating conditions such as rew speed, barrel temperature profile and feed

rate, as well as rew design. In the latter case the parameters to consider are the number,

type, localisation and geometry of the various srew sedions.

Conventional Barrier Mixing
= ags screw screw section
12 3 parameters parameters parameters
[1]ofo[1]ofo[1|o]2|1]ofof2]o]o[1|o]2]ofof2]of1]2]o]of2]oo]2]0]1]

Flag = =0- conventional screw

=1 - barrier screw
Flag 2 = 0-withou mixing sections

=1 - with mixing sections
Flag 3 =0- barrier screw type 1 Flags 3 and 4can have more than 1

=1 - barrier screw type 2 gene in order to accommodate more

=1 - mixing section type 2

types.

Figure 7.1- Chromosome definition for global screw design.
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