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Abstract

This chapter provides with a brief introduction of the use of evolutionary
algorithms in the solution of multi-objective optimization problems (an area
now called “evolutionary multi-objective optimization”). Besides providing
some basic concepts and a brief description of the approaches that are more
commonly used nowadays, the chapter also provides some of the current and
future research trends in the area. In the final part of the chapter, we provide
a short description of the sort of applications that multi-objective evolution-
ary algorithms have found in finance, identifying some possible paths for
future research.
keywords: evolutionary multi-objective optimization, evolutionary algo-
rithms, multiobjective optimization, genetic algorithms, evolution strategies.

Introduction

Many real-world problems have two or more objective functions that we aim to min-
imize. Such problems are called multi-objective optimization problems, and require of an
alternative definition of “optimality”. The most common notion of optimality normally
adopted is the so-called Pareto optimality, which indicates that the best possible solutions
are those representing the best trade-offs among the objective functions. In other words, the
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desirable solutions are those in which one objective cannot be improved without worsening
another objective.

Evolutionary algorithms (EAs) are techniques based on the emulation of the mech-
anism of natural selection, which have been successfully used to solve problems during
several years (Fogel, 1999; Goldberg, 1989). One of the problem domains in which EAs
have been found to be particularly useful is in multi-objective optimization (Coello Coello,
Van Veldhuizen, & Lamont, 2002). EAs are particularly suitable for solving multi-objective
optimization problems because they deal simultaneously with a set of possible solutions
(the so-called population) which allows us to find several members of the Pareto optimal
set (i.e., the best possible trade-offs found) in a single run of the algorithm, instead of
having to perform a series of separate runs as in the case of the traditional mathematical
programming techniques. Additionally, EAs don’t require the derivatives of the objective
functions and are less susceptible to any features of the problem (e.g., discontinuities either
in decision variable space or in objective function space).

The first documented attempt to solve a multi-objective optimization problem using
an evolutionary algorithm dates back to the mid-1980s (Schaffer, 1984, 1985). Since then,
a considerable amount of research has been done in this area, now known as evolutionary
multi-objective optimization (EMO for short). The growing importance of this field is
reflected by a significant increment (mainly during the last ten years) of technical papers
in international conferences and peer-reviewed journals, special sessions in international
conferences and interest groups on the Internet.1

Basic Concepts

Definition 1 (Global Minimum): Given a function f : Ω ⊆ Rn → R, Ω 6= ∅, for
~x ∈ Ω the value f∗ , f(~x∗) > −∞ is called a global minimum if and only if

∀~x ∈ Ω : f(~x∗) ≤ f(~x) . (1)

Then, ~x∗ is the global minimum solution, f is the objective function, and the set Ω is the
feasible region (Ω ∈ S), where S represents the whole search space. 2

Definition 2 (General Multi-objective Optimization Problem (MOP)): Find the
vector ~x∗ = [x∗

1, x
∗
2, . . . , x

∗
n]T which will satisfy the m inequality constraints:

gi(~x) ≤ 0 i = 1, 2, . . . ,m (2)

the p equality constraints

hi(~x) = 0 i = 1, 2, . . . , p (3)

and will optimize the vector function

~f(~x) = [f1(~x), f2(~x), . . . , fk(~x)]T (4)
1The author maintains an EMO repository with over 2100 bibliographical entries at:

http://delta.cs.cinvestav.mx/~ccoello/EMOO
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where ~x = [x1, x2, . . . , xn]T is the vector of decision variables. 2

Definition 3 (Pareto Optimality:): A point ~x∗ ∈ Ω is Pareto optimal if for every
~x ∈ Ω and I = {1, 2, . . . , k} either,

∀i∈I(fi(~x∗) ≤ fi(~x)) (5)

and, there is at least one i ∈ I such that

fi(~x∗) < fi(~x) (6)

2

In words, this definition says that ~x∗ is Pareto optimal if there exists no feasible vector
~x which would decrease some criterion without causing a simultaneous increase in at least
one other criterion. The phrase “Pareto optimal” is considered to mean with respect to the
entire decision variable space unless otherwise specified.

Definition 4 (Pareto Dominance): A vector ~u = (u1, . . . , uk) is said to dominate
~v = (v1, . . . , vk) (denoted by ~u � ~v) if and only if u is partially less than v, i.e., ∀i ∈
{1, . . . , k}, ui ≤ vi ∧ ∃i ∈ {1, . . . , k} : ui < vi. 2

Definition 5 (Pareto Optimal Set): For a given MOP ~f(x), the Pareto optimal set
(P∗) is defined as:

P∗ := {x ∈ Ω | ¬∃ x′ ∈ Ω ~f(x′) � ~f(x)}. (7)

2

Pareto optimal solutions are also termed non-inferior, admissible, or efficient solu-
tions (Horn, 1997); their corresponding vectors are termed nondominated.

Definition 6 (Pareto Front:): For a given MOP ~f(x) and Pareto optimal set P∗, the
Pareto front (PF∗) is defined as:

PF∗ := {~u = ~f = (f1(x), . . . , fk(x)) | x ∈ P∗}. (8)

2

In the general case, it is impossible to find an analytical expression of the line or
surface that contains these points. The normal procedure to generate the Pareto front is
to compute the feasible points Ω and their corresponding f(Ω). When there is a sufficient
number of these, it is then possible to determine the nondominated points and to produce
the Pareto front.

Origins of Evolutionary Multi-objective Optimization

Traditional evolutionary algorithms cannot properly deal with multi-objective opti-
mization problems because of two main reasons:

1. Due to stochastic noise, evolutionary algorithms tend to converge to a single solu-
tion if run for a sufficiently large number of iterations. Thus, it is necessary to block the
selection mechanism so that different solutions (which are all nondominated) are preserved
in the population of an evolutionary algorithm.
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2. It is desirable that all nondominated solutions are sampled at the same rate during
the selection stage (i.e., that they all are considered with the same survival probability),
since all nondominated solutions are equally good among themselves.

Thus, it is necessary to introduce certain modifications into an evolutionary algorithm
in order to make it suitable to solve multi-objective optimization problems.

Over the years, there have been many different proposals to extend evolutionary
algorithms to solve multi-objective optimization problems. Historically, it is possible to
consider three periods:

1. Origins
2. First Generation
3. Second Generation
In this section, we will focus in the first period, and in the two further sections, we

will discuss the others.
The first actual implementation of what it is now called a multi-objective evolution-

ary algorithm (or MOEA, for short) was Schaffer’s Vector Evaluation Genetic Algorithm
(VEGA), which was introduced in the mid-1980s, mainly aimed for solving problems in
machine learning (Schaffer, 1984, 1985; Schaffer & Grefenstette, 1985). So, this work is
considered as the origin of research in this area.

VEGA basically consisted of a simple genetic algorithm (GA) with a modified se-
lection mechanism. At each generation, a number of sub-populations are generated by
performing proportional selection according to each objective function in turn. Thus, for a
problem with k objectives, k sub-populations of size N/k each are generated (assuming a
total population size of N). These sub-populations are then shuffled together to obtain a
new population of size N , on which the GA applies the crossover and mutation operators in
the usual way. Schaffer realized that the solutions generated by his approach were nondom-
inated in a local sense, because their nondominance was limited to the current population,
which was obviously not appropriate. Also, he noted something that was called “middling”
performance.2 An individual which had this problem in all the objectives was, perhaps, a
good compromise solution, but could not survive under the selection scheme of VEGA, be-
cause it wasn’t the best in any particular objective. Thus, this problem opposes to the goal
of finding Pareto optimal solutions. Although the middling problem can be dealt with using
heuristics or other additional mechanisms, it remained as the main drawback of VEGA.

From the second half of the 1980s up to the first half of the 1990s, few other researchers
developed MOEAs. Additionally, most of these approaches were very naive and relied on
aggregating functions (linear in most cases) (Syswerda & Palmucci, 1991), lexicographic
ordering (Fourman, 1985), and target-vector approaches (Wienke, Lucasius, & Kateman,
1992). All of these approaches were strongly influenced by the work done in the operations
research community and in most cases did not require any major modifications to the
evolutionary algorithm adopted (except for the definition of the fitness function).

Although most of these early MOEAs are rarely referenced in the current literature,
this historical period is of great importance because it provided the first insights into the
possibility of using evolutionary algorithms for multi-objective optimization. Over the years,

2By “middling”, Schaffer meant an individual with acceptable performance, perhaps above average, but
not outstanding for any of the objective functions.
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researchers would design more sophisticated MOEAs, giving rise to the two generations that
are discussed in the two further sections.

The First Generation

The major step towards the first actual generation of MOEAs was given by David
E. Goldberg on pages 199 to 201 of his famous book on genetic algorithms published in
1989 (Goldberg, 1989). In his book, Goldberg analyzes VEGA and proposes a selection
scheme based on the concept of Pareto optimality. Goldberg not only suggested what
would become the standard first generation MOEA, but also indicated that stochastic
noise would make such algorithm useless unless some special mechanism was adopted to
block convergence. First generation MOEAs typically adopt niching or fitness sharing
(Deb & Goldberg, 1989) for that sake. Three are the most representative algorithms from
the first generation:

1. Nondominated Sorting Genetic Algorithm (NSGA): This algorithm was
proposed by Srinivas and Deb (Srinivas & Deb, 1994). The NSGA is based on several layers
of classifications of the individuals as suggested in (Goldberg, 1989). Before selection is
performed, the population is ranked on the basis of nondomination: all nondominated indi-
viduals are classified into one category (with a dummy fitness value, which is proportional
to the population size, to provide an equal reproductive potential for these individuals).
To maintain the diversity of the population, these classified individuals are shared with
their dummy fitness values. Then this group of classified individuals is ignored and another
layer of nondominated individuals is considered. The process continues until all individuals
in the population are classified. Stochastic remainder proportionate selection is adopted
for this technique. Since individuals in the first front have the maximum fitness value,
they always get more copies than the rest of the population. This allows to search for
nondominated regions, and results in convergence of the population toward such regions.
Sharing, by its part, helps to distribute the population over this region (i.e., the Pareto
front of the problem).

2. Niched-Pareto Genetic Algorithm (NPGA): Proposed in (Horn, Nafpliotis,
& Goldberg, 1994). The NPGA uses a tournament selection scheme based on Pareto
dominance. The basic idea of the algorithm is the following: Two individuals are randomly
chosen and compared against a subset from the entire population (typically, around 10%
of the population). If one of them is dominated (by the individuals randomly chosen
from the population) and the other is not, then the nondominated individual wins. When
both competitors are either dominated or nondominated (i.e., there is a tie), the result of
the tournament is decided through fitness sharing (Goldberg & Richardson, 1987). More
recently (Erickson, Mayer, & Horn, 2001), the NPGA 2 was proposed. This algorithm
relies on a traditional Pareto ranking approach (similar to Fonseca and Fleming’s MOGA
(Fonseca & Fleming, 1993)), but it keeps its tournament selection scheme. Ties are solved
through fitness sharing as in its predecessor. However, the niche count of the NPGA 2
is computed using individuals from the next partially filled generation using a technique
called “continuously updated fitness sharing” (Oei, Goldberg, & Chang, 1991).
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3. Multi-Objective Genetic Algorithm (MOGA): Proposed in (Fonseca & Flem-
ing, 1993). In MOGA, the rank of a certain individual corresponds to the number of
chromosomes in the current population by which it is dominated. Consider, for exam-
ple, an individual xi at generation t, which is dominated by p

(t)
i individuals in the current

generation.
The rank of an individual is given by (Fonseca & Fleming, 1993):

rank(xi, t) = 1 + p
(t)
i (9)

All nondominated individuals are assigned rank 1, while dominated ones are penalized
according to the population density of the corresponding region of the trade-off surface.
Fitness assignment is performed in the following way (Fonseca & Fleming, 1993):
1. Sort population according to rank.
2. Assign fitness to individuals by interpolating from the best (rank 1) to the worst (rank
n ≤ M) in the way proposed by Goldberg (1989), according to some function, usually linear,
but not necessarily.
3. Average the fitnesses of individuals with the same rank, so that all of them are sam-
pled at the same rate. This procedure keeps the global population fitness constant while
maintaining appropriate selective pressure, as defined by the function used.

From these 3 algorithms, a few comparative studies undertaken during the mid and
late 1990s, indicated that MOGA was the most effective and efficient approach, followed by
the NPGA and by the NSGA (in a distant third place) (Coello Coello, 1996; Van Veldhuizen,
1999). This period was characterized by the use of selection mechanisms based on Pareto
ranking and by the use of fitness sharing to maintain diversity. The papers of this period
normally rely on visual comparisons of results (little work was done regarding the use of
performance measures to allow quantitative comparisons of results before the mid-1990s),
and normally incorporate very simple test functions.

The Second Generation

The second generation of MOEAs was born with the introduction of the notion of
elitism.3 In the context of multi-objective optimization, elitism usually (although not nec-
essarily) refers to the use of an external population (also called secondary population) to
retain the nondominated individuals. The use of this external file raises several questions:

• How does the external file interact with the main population (e.g, do we select to
the union of the main population and the external file)?

• What do we do when the external file is full (assuming that the capacity of the
external file is bounded)?

• Do we impose additional criteria to enter the file instead of just using Pareto dom-
inance (e.g., use the distribution of solutions as an additional criterion)?

3Although there were some early studies that considered the notion of elitism in a multi-objective evolu-
tionary algorithm (see for example (Husbands, 1994; Osyczka & Kundu, 1995)), most authors credit Zitzler
with the formal introduction of this concept in a multi-objective evolutionary algorithm, mainly because
his SPEA was published in a specialized journal (the IEEE Transactions on Evolutionary Computation),
(Zitzler & Thiele, 1999) which made it a landmark in the field. Needless to say, after the publication of
this paper, most researchers in the field started to incorporate external populations in their multi-objective
evolutionary algorithms.
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Besides the use of an external file, elitism can also be introduced through the use
of a (µ + λ)-selection in which parents compete with their children and those which are
nondominated (and possibly comply with some additional criterion such as providing a
better distribution of solutions) are selected for the following generation. Besides the notion
of elitism, efficiency (both at an algorithmic level and at the data structures level) has
become a concern for researchers in this area (see for example (Jensen, 2003b; Coello Coello
& Toscano Pulido, 2001; Mostaghim, Teich, & Tyagi, 2002)). The second generation is also
characterized by the use of performance measures to provide a quantitative (rather than
only a qualitative) comparison of results (Zitzler, Deb, & Thiele, 2000; Van Veldhuizen
& Lamont, 2000b; Fonseca & Fleming, 1996). However, the several drawbacks of many
performance measures developed during the second generation (see for example (J. Knowles
& Corne, 2002; Zitzler, Laumanns, Thiele, Fonseca, & Grunert da Fonseca, 2002)) have
(ironically) brought back to many researchers to adopt visual comparisons as in the origins
of the field.

Some MOEAs that are representative of the research trends of the second generation
are the following:

1. Strength Pareto Evolutionary Algorithm (SPEA): This algorithm was
introduced in (Zitzler & Thiele, 1999). This approach was conceived as a way of integrating
different MOEAs. SPEA uses an archive containing nondominated solutions previously
found (the so-called external nondominated set). At each generation, nondominated
individuals are copied to the external nondominated set. For each individual in this
external set, a strength value is computed. This strength is similar to the ranking value of
MOGA (Fonseca & Fleming, 1993), since it is proportional to the number of solutions to
which a certain individual dominates. In SPEA, the fitness of each member of the current
population is computed according to the strengths of all external nondominated solutions
that dominate it. The fitness assignment process of SPEA considers both closeness to
the true Pareto front and even distribution of solutions at the same time. Thus, instead
of using niches based on distance, Pareto dominance is used to ensure that the solutions
are properly distributed along the Pareto front. Although this approach does not require
a niche radius, its effectiveness relies on the size of the external nondominated set. In
fact, since the external nondominated set participates in the selection process of SPEA,
if its size grows too large, it might reduce the selection pressure, thus slowing down the
search. Because of this, the authors decided to adopt a technique that prunes the contents
of the external nondominated set so that its size remains below a certain threshold. The
approach adopted for this sake was a clustering technique called “average linkage method”
(Morse, 1980).

2. Strength Pareto Evolutionary Algorithm 2 (SPEA2): SPEA2 has three
main differences with respect to its predecessor (Zitzler, Laumanns, & Thiele, 2001): (1)
it incorporates a fine-grained fitness assignment strategy which takes into account for each
individual the number of individuals that dominate it and the number of individuals by
which it is dominated; (2) it uses a nearest neighbor density estimation technique which
guides the search more efficiently, and (3) it has an enhanced archive truncation method
that guarantees the preservation of boundary solutions.
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3. Pareto Archived Evolution Strategy (PAES): This algorithm was introduced
in (J. D. Knowles & Corne, 2000). PAES consists of a (1+1) evolution strategy (i.e., a
single parent that generates a single offspring) in combination with a historical archive
that records the nondominated solutions previously found. This archive is used as a
reference set against which each mutated individual is being compared. Such a historical
archive is the elitist mechanism adopted in PAES. However, an interesting aspect of
this algorithm is the procedure used to maintain diversity which consists of a crowding
procedure that divides objective space in a recursive manner. Each solution is placed
in a certain grid location based on the values of its objectives (which are used as its
“coordinates” or “geographical location”). A map of such grid is maintained, indicating
the number of solutions that reside in each grid location. Since the procedure is adaptive,
no extra parameters are required (except for the number of divisions of the objective space).

4. Nondominated Sorting Genetic Algorithm II (NSGA-II): This approach
was introduced in (Deb, Agrawal, Pratab, & Meyarivan, 2000; Deb, Pratap, Agarwal, &
Meyarivan, 2002) as an improved version of the NSGA (Srinivas & Deb, 1994).4

In the NSGA-II, for each solution one has to determine how many solutions dominate it and
the set of solutions to which it dominates. The NSGA-II estimates the density of solutions
surrounding a particular solution in the population by computing the average distance of two
points on either side of this point along each of the objectives of the problem. This value is
the so-called crowding distance. During selection, the NSGA-II uses a crowded-comparison
operator which takes into consideration both the nondomination rank of an individual in
the population and its crowding distance (i.e., nondominated solutions are preferred over
dominated solutions, but between two solutions with the same nondomination rank, the one
that resides in the less crowded region is preferred). The NSGA-II does not use an external
memory as the other MOEAs previously discussed. Instead, the elitist mechanism of the
NSGA-II consists of combining the best parents with the best offspring obtained (i.e., a
(µ + λ)-selection).
Due to its clever mechanisms, the NSGA-II is much more efficient (computationally
speaking) than its predecessor, and its performance is so good, that it has become very
popular in the last few years, becoming a landmark against which other multi-objective
evolutionary algorithms have to be compared.

Many other algorithms exist (see for example (Coello Coello & Toscano Pulido, 2001;
Corne, Knowles, & Oates, 2000; Corne, Jerram, Knowles, & Oates, 2001; Van Veldhuizen
& Lamont, 2000a; Zydallis, Lamont, & Veldhuizen, 2000)). The interested reader should
consult additional sources for more details (Coello Coello et al., 2002; Coello Coello, 1999;
Deb, 2001; Osyczka, 2002; Collette & Siarry, 2003; Tan, Khor, & Lee, 2005).

4Note however that the differences between the NSGA-II and the NSGA are so significant that they are
considered as two completely different algorithms by several researchers.
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Current Research Trends

According to the historical view of evolutionary multi-objective optimization pre-
sented at the beginning of this chapter, we are currently living the second generation. So
far, researchers haven’t produced a breakthrough that is so significant as to redirect most
of the research into a new direction. However, there are several interesting ideas that
have certainly influenced some of the work being done these days. Some examples are the
following:

• The use of relaxed forms of Pareto dominance has become popular as a mechanism
to regulate convergence of a MOEA. From these mechanisms, ε-dominance is, with no
doubt, the most popular (Laumanns, Thiele, Deb, & Zitzler, 2002). ε-dominance allows
to control the granularity of the approximation of the Pareto front obtained. As a
consequence, it is possible to accelerate convergence using this mechanism (if we are
satisfied with a very coarse approximation of the Pareto front).

• The transformation of single-objective problems into a multi-objective form that
somehow facilitates their solution. For example, some researchers have proposed the han-
dling of the constraints of a problem as objectives (Coello Coello, 2000b), and others have
proposed the so-called “multi-objectivization” by which a single-objective optimization
problem is decomposed into several subcomponents considering a multi-objective approach
(Jensen, 2003a; J. D. Knowles, Watson, & Corne, 2001). This procedure has been found
to be helpful in removing local optima from a problem.

• The use of alternative bio-inspired heuristics for multi-objective optimization.
The most remarkable examples are particle swarm optimization (Kennedy & Eberhart,
2001) and differential evolution (Price, 1999), whose use has become increasingly popular
in multi-objective optimization (see for example (Abbass & Sarker, 2002; Coello Coello,
Toscano Pulido, & Salazar Lechuga, 2004)). However, other bio-inspired algorithms such
as artificial immune systems have also been used to solve multi-objective optimization
problems (Coello Coello & Cruz Cortés, 2005).

Future Research Trends

There are several topics that involve challenges that will keep busy to the researchers
in this area for the next few years. Some of them are the following:

• How to deal with problems that have “many” objectives? Some recent studies
have shown that traditional Pareto ranking schemes do not behave well in the presence of
many objectives (where “many” is normally a number above 3 or 4) (Purshouse, 2003).

• How to compare (in a quantitative way) the performance of several MOEAs?
Despite the existence of a considerable number of performance measures that intend to
compare (in a quantitative way) the performance of several MOEAs, many of them are
not appropriate because their definition is not compliant with Pareto dominance (Zitzler,
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Thiele, Laumanns, Fonseca, & Fonseca, 2003).

• There are plenty of fundamental questions that remain unanswered. For example:
what are the sources of difficulty of a multi-objective optimization problem for a MOEA?
What are the dimensionality limitations of current MOEAs? Can we use alternative
mechanisms into an evolutionary algorithms to generate nondominated solutions without
relying on Pareto ranking?

Some Applications in Finance

Evolutionary Algorithms in general and MOEAs in particular, can be useful in the
solution of complex problems for which no efficient deterministic algorithm exists (i.e., there
is no deterministic algorithm that can solve them in polynomial time).

It is well known that in finance there are several NP-complete problems for which
the use of a heuristic is clearly justified (Schlottmann & Seese, 2004). However, the
specialized literature on MOEAs reports few papers that deal with problems in finance.
Some examples are the following:

• Solution of portfolio optimization problems, particularly using Markowitz models
(see for example (Shoaf & Foster, 1996; Vedarajan, Chan, & Goldberg, 1997; Chang,
Meade, & Beasley, 2000; Lin, Wang, & Yan, 2001; Streichert, Ulmer, & Zell, 2004; Doerner,
Gutjahr, Hartl, Strauss, & Stummer, 2004; Ehrgott, Klamroth, & Schwehm, 2004)). This
has been, by far, the most popular application of MOEAs in finance.

• Time series prediction (Zwir & Ruspini, 1999; Ruspini & Zwir, 1999).

• Risk-return trade-offs for loans (Mukerjee, Biswas, Deb, & Mathur, 2002;
Schlottmann & Seese, 2002).

Evidently, it is necessary to identify other types of problems in finance whose complex-
ity justifies the use of a MOEA (see for example (Chen, 2002)). Even the financial problems
that have been tackled so far normally require a special treatment and a proper tailoring
of the current MOEAs (e.g., regarding the encoding, since portfolio selection problems can
be modelled as knapsack problems (Streichert et al., 2004)). Additionally, the decision-
making process involved in financial applications is normally very complex and difficult to
automate. This presents challenges for the (few) models for incorporation of preferences in
current use with MOEAs (Cvetković & Parmee, 2002; Coello Coello, 2000a; Coello Coello
et al., 2002). Thus, financial applications present research opportunities both for experts
in finance and for researchers working exclusively in the development of multi-objective
evolutionary algorithms and associated techniques.

Conclusions

In this chapter, we have presented a brief introduction to evolutionary multi-objective
optimization. We have provided some basic concepts, and a historical perspective of the
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research that has been done in this area. We have also presented short descriptions of some
algorithms that are representative of each historical period under consideration including
the current one.

In the last part of the chapter, we have presented some of the current and future
research trends in the area, as well as a brief description of the sort of financial applications
that have been developed using multi-objective evolutionary algorithms.

The main aim of this chapter is to provide a general overview of the area, identifying
some opportunity areas, mainly related to financial applications.
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