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Vector Generation for Power Supply Noise Estimation
and Verification of Deep Submicron Designs

Yi-Min Jiang and Kwang-Ting (Tim) Chendrellow, IEEE

Abstract—This paper presents new techniques for generating mainly due to the signal switching, which depends on the input
a small set of patterns for power network simulation to estimate patterns applied to the circuits. To be able to observe switching
the maximum power supply noise of the chip, as well as to identify at the signals, a two-vector sequente= (vy,vs), has to be

cells/blocks for which the power supply noise at theirV, orts . . L ; L.
exceeds a specified thresﬁold. We F;ﬁs){ present an eﬁﬁ:cileﬁt, cell- applied at the inputs of the combinational portion of the circuit.

level simulator for estimating power supply noise of any given vec- One way to find the maximum power supply noise and verify all
tors. Based on this simulator, we then apply the genetic algorithm critical noise nodes would be to simulate all possible patterns at
(GA) to derive a small set of patterns producing high power supply - these inputs including primary inputs and pseudo primary in-
noise. To identify critical nodes with power supply noise exceeding puts (i.e., outputs of flip-flops). For a circuit withinputs, this

a threshold, the multiobjective GA is adapted for pattern genera- Id . imulation of™ patt This i tical onl
tion. To achieve high coverage of such critical nodes, we model the would require simuiation patterns. This IS practical only

search criteria as the maximum weighted matching of a bipartite for circuits with a very small number of inputs.

graph, and guide the search direction according to the matching  This paper focuses on the estimation of the maximum power
results. The derived patterns will be simulated on a power net- supply noise and the verification of the power nodes of cells
work simulator to obtain a lower bound of the maximum power with power supply noise exceeding a threshold. To estimate

supply noise and to identify the critical nodes. Experimental results th . | - trv to simulat |
on public benchmark circuits, as well as some industrial designs, € maximum power supply noise, we try to simulate a large

are presented to demonstrate the efficiency and effectiveness of thenumber of patterns and use the genetic algorithm (GA) [10] to
proposed approaches. select/derive a small set of patterns that would cause high power

Index Terms—Genetic algorithm (GA), lower bound, pattern supply nIOISe. S!ncg all pqwer/grouqd segmei€’’s need to
generation, power network simulation, power supply noise. be considered in simulation to derive accurate power/ground
segments’ currents and voltages, circuit-level simulation will be
unacceptably slow for this application due to the large number of
simulation runs required. We therefore first derive comprehen-

OWER supply noise due to switching current is becomingjve current/voltage waveform libraries for each cell (which can

an important factor for deep submicron designs. This noibe repeatedly used by all designs based on these libraries). We
reduces the actual voltage level reaching a device, and thus letiigs perform the simulation at the cell level. We use an efficient
to an increase in signal delay that may result in performanegent-driven waveform/logic simulator extended from [7] for
degradation [6], [13]. Moreover, excessive noise may caueerrent waveform simulation. Based on the waveform simula-
logic and/or timing errors [1], [2]. With the increasing demantion results and the current/voltage waveform library, the current
for high frequency and short riseffall signal transition time iflowing through each cell with respect to a given pattern can be
today’s designs, more devices are switched simultaneouslysfiiciently estimated. Note that for a segment in a power/ground
within a small time interval, which causes large instantaneoust tree, the current waveform is not a direct superposition of the
currents and considerable change of currents. Therefore, thigrent waveforms of the cells downstream of the segment. In
power supply noise has been increasing dramatically. Section IlI-B, we will discuss the related issues and discuss how

Power supply noise includes the inductit noise and/k  to derive an estimated current waveform of a power/ground net
voltage drop caused by the switching in internal circuitry as wedegment based on the current waveforms of the cells. Based on
as input and output buffers. The inductiXd noise is induced this simulation framework, we use GA to derive a small set of
due to the change of instantaneous current on either packaggerns. Finally, we can use a lower-level simulator to validate
lead inductance or wire/substrate inductance (this noise is ptese patterns and identify the worst one among the selected set.
portional to L = di/dt), while the IR voltage drop is caused This framework can be used to identify the patterns that would
by the instantaneous current through the resistive power agaise high power supply noise at any specified block in the chip,
ground lines. For CMOS circuits, the switching currents ai@ thel R voltage drop at any given power supply segment. The

difference for different blocks or different segments will be in
the fitness functions used in the GA.
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cells. Our approach extends the technique of [14] to generatate the amount of on-chip decoupling capacitance needed to
input patterns for identifying all potential problematic blocksteduce the power supply noise to an acceptable level.
We propose to induce the maximum current drawn fresch For the maximum instantaneous current estimation, Kriplani
individual block using GA. Without losing the functional cor-et al. [15] presented a pattern-independent algorithm, named
relation between different blocks, we transform the single-oiMax, to find an upper bound on the maximum instantaneous
jective GA to satisfy correlated multiobjectives simultaneouslgurrent. Jiangt al.[14] proposed a timed-ATPG algorithm and
where each objective denotes the maximum current associadqarobability-based algorithm to generate patterns causing high
with a specific block. To achieve this, we model the search ciitstantaneous current. In the timed-ATPG approachiliax
teria in GA as the maximum weighted matching of a bipartitelgorithm is first applied. Based on thidlax results, a set
graph, which can be efficiently solved by the Hungarian methad internal signals whose simultaneous switching would likely
[17]. produce the highest current are identified. These signals are
Our experimental results show that, for the maximum pow#lten assigned transitions and the corresponding times that the
supply noise, our approach produces, on the average, 28&msitions need to take place. ATPG techniques enhanced to
and 17% tighter lower bounds for the benchmark set, than thandle timing are then used to derive the corresponding test pat-
bounds obtained by the weighted random approach (whitdrns that would cause these transitions at the specified times.
uses random patterns with very high primary input transitidn the probability-based approach, the first phase is similar to
probabilities) and the GA approach directly based on a translie timed-ATPG approach. A set of signals are identified and
tion-level simulator, respectively. Also, the estimation time aissigned transitions and the corresponding times that the transi-
our method is significantly faster. We have also implementdidns need to take place. These assignments are then converted
the pattern generator, nametP, for identifying critical nodes. into signal transition probabilities based on the driving gates’
The obtained patterns, which will cause high power supppossible contribution in total current at a given time instance.
noises for most potential problematic blocks, can be used Bhen, these signal transition probabilities are propagated back-
any power network simulator to analyze the critical poweward to the primary inputs, and the probabilities derived at the
supply noiseVIP has been tested on a set of benchmarks wigitimary inputs are used as weights for generating random vec-
completed physical designs, which is comprised of twelve lartgrs. Jianget al. [14] proposed a genetic-algorithm-based ap-
industrial designs with a wide variety of applications such ggoach for finding patterns causing high instantaneous current.
microprocessors, DSP processors, and large memory barikapplies the GA to iteratively generating new patterns that po-
Experimental results show that the patterns generatediBy tentially could cause higher instantaneous current than those
identifies more critical cells and causes higher power supphgnerated in the previous iterations. The new patterns are gener-
noise than those generated by other approaches. ated using genetic operations, based on “good” patterns derived
The rest of this paper is organized as follows. Section Il r& the previous iterations.
views the previous work in the area of power supply noise and
the maximum instantaneous current estimation. The section aéso
gives a brief introduction to the GA [10]. Section Ill introduces
the technique for maximum power supply noise estimation. Sec-GA [10] is a robust algorithm which has been applied to solve
tion IV describes the vector generation technigque for identificaaany search problems. The key idea is that, if solutions are rep-
tion of critical nodes with excessive power supply noise. Seresented by strings, the string associated with the optimal so-
tion V gives the experimental results. Section VI concludes théation can eventually be found through “evolution-like” string
paper. operations. The search engine is an iterative process which em-
ploys three operations: selection, crossover, and mutation. The
objective of these operations is to remove “poor” strings and
Il. PRELIMINARIES produce new strings which is comprised of parts of “healthy”
strings.
To use GA, the elements in the solution space need to be
Several approaches have been proposed recently for poa@ied into finite length strings. Each string has an associated
supply noise [2], [3], [18] and maximum instantaneous cufithess which depends on the application. An initial population
rent [15], [14] estimation. Senthinathan and Prince [18] praeeds to be specified as the input of GA. The initial population
posed a detailed electrical model of a typical chip-package icentainsN random strings of length, where/N and L are pa-
terface. In this approach, several closed-form equations coameters used in GA. Generation of a new population is found
sidering the negative feedback influence are derived to caldy 1) evaluating the fitness for each string; 2) selecting two indi-
late simultaneous switching noise. Chagigal. [2] proposed viduals from the current population; 3) crossing the two selected
a scaling model to estimate the ground bounce caused by $fréings to generate two child-strings from two parent-strings;
switching in internal circuitry for deep submicron circuits. Sevand 4) mutating the elements of the new strings with a given
eral experiments were conducted to explore the propertiesnofitation probability. The selection process is biased toward in-
ground bounce. Chen and Ling [3] proposed a switching cidividuals with higher fithess values. The next population is gen-
cuit model to estimate the power supply noise including therated based on the current population using the same proce-
IR voltage drop and inductivAl noise based on an integratediure. During the string generation process, the strings with the
package-level and chip-level power bus model. They also edtighest fithess would be recorded.

Genetic Algorithm (GA)

A. Related Works
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Fig. 1. GA-based approach for maximum instantaneous current.

Fig.2. The flow of our technique for maximum power supply noise estimation.
Under this scenario, the technique in [14] transforms the solu-

tion space of two-vector sequences causing maximum instan{gen plock also need to be extracted first and used as input for
neous current into the GA search domain, and drives the segjith \ector generation process. Starting from the initial pattern
engine to find the solution. In the transformation, each inpy,njation, the cell-level waveform simulator simulates each
sequence is coded into a string, and the associated peak gukiern to estimate its corresponding power supply noise. The
rent corresponds to the fitness of this string. According to thigy,ess value of a pattern is simply the highest power supply
GA starts with a population of strings and iteratively generateg)ise at the target areas, which are the special P/G nodes
successive population with likely higher fitness. The procedugg interests. The details of the waveform simulation and the
is shown in Fig. 1. In this approach, the initial set can be &smputation of the power supply noise based on the simulation
ther generated randomly or specified by users. To ensure high,its are described in Section I1Il-B. New patterns are then
accuracy, a transistor-level power/current simulator (€.9., POsnerated by using the GA operations including selection,
erMill [20]) is used to simulate each sequence and report tRgyssover and mutation. The final population at the end of
peak current as the fitness_. The maximurr_l inst{:mtaneous curr[_ﬁgt iterative GA process, which is a small set of patterns, can
is updated based on the fitness for each iteration. The selectigg, pe simulated again using a transistor-level power network

and crossover schema use.d are tournament seIectiqn without[&iulator to derive a more accurate estimate of power supply
placement [16] and one-point crossover [10], respectively. In thgise.

one-point crossover schema, a bit position is randomly selected

between 2 andL — 1), whereL is the number of primary in- A. Characterization: Building Current/Voltage Waveform
puts of the circuit, and the two parent-strings are crossed at thagrary

point. Thus, the first child is identical to the second parent after
the crossing point. For the mutation probability, we agé&.
The process continues until no further improvement is achiev:
or the number of iterations reaches a prespecified limit.

Derive the fitness value | |GA-based

Ialgorithm
[Generate new patterns |
|

< generations > [IMjr>— |
no
yes

—

L —_ — —

1) Circuit Model for Power Supply NoiseWWe consider the
igéiuctiveAI noise and R voltage drop caused by the switching
Ih internal circuitry and 1/O buffers. In the following discus-
sion, we assume that the topologies of the power and ground
nets are single-pad trees. The models can be easily extended to
handle multipad tree and general graph topologies but the de-
We apply the GA-based technique for generating vectors fiils of such extension will not be elaborated. For inducthse
the purpose of estimating the maximum power supply noiseoise we consider only the part caused by the change of instan-
The overall process of the method is shown in Fig. 2. Waneous current on the package lead inductance and ignore the
assume that the netlist and physical design are given. In three from the wire/substrate inductance which is considerably
iterative GA process, we basically need an efficient simulator smaller. Fig. 3 shows a circuit model for each cell. The model is
estimate each new trial vector's fithess (for causing high powesed to derive the current waveform flowing through each cell.
supply noise including botdZ drop and inductive noise). It We useVyy andV,, to denote power and ground, respectively.
is clear that directly using a transistor-level power networkachV,yy andV;, pinis modeled by aiR LC network L, £,q
simulator to derive the fitness value is too computationalgndCi,, for Vg pin, andLy,, R,,s andCy, for Vi, pin) as shown
expensive. Therefore, we first develop an efficient cell-levah Fig. 3. SymbolC, is used to denote the substrate and on-chip
waveform simulator for such fitness value estimation. Tdecoupling capacitance. Symb#ly and C,q (Rys and Cy)
estimate power supply noise, this simulator needs a pre-chaofrespond to the effective resistance and capacitandg of
acterized current/voltage waveform library for each cell. Thg/) line from theVyy pin to theVyy node of the cell (thé/,
detailed procedure of building such a library will be discussatbde of the cell to thé&;; pin), respectively. Note that different
in Section llI-A. The effective power/ground ndtC’s for cellsinacircuit have differem®,q, Cna, Rus andCys. When the

I1l. ESTIMATION OF MAXIMUM POWER SUPPLY NOISE
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Fig. 3. Circuit model for power supply noise caused by the switching in
internal circuitry and 1/O buffers/pins.

inputs to the cell change from vectdF; to vectorX, a charge waveform in our library is a ramp, which is characterized by
(discharge) current will be drawn from (flow into) thé, (V,) three characteristics: starting voltage, ending voltage, and the
pin, which contributes to thé x di /dt voltage swing. Also, the slope (rising time or falling time). The input voltage waveforms
charge (discharge) current flowing through the effective resi¢ith other types can be piecewise linearly approximated. We
tance Rnq (Rn.) and power pin resistanck,q (R,.) causes sample the HSPICE results for output voltage and charge/dis-
the IR voltage drop from the extern&ly, to theV,, node of charge current waveforms with a fixed time step (say, 20 ps) and
the cell (theV,, node of the cell to the externBl,). Thel,q and Store the discrete values of the waveforms in the library. These
I, correspond to the charge and discharge currents for the cellrrent/voltage waveform libraries are used to estimate the cur-
respectively. rent waveform of each cell for a given input pattern applied at
2) Building the Current/Voltage Waveform Librarf2ower the primary input. To reduce the sizes of the waveform libraries,
supply noise at th&,, andV,, nodes of a cell can be computedve build the comprehensive libraries only for cells with up to 4
by summing up the inductive\] noise andl R voltage drop inputs. For complex gates with more than four fanins, we apply
along the series of power lines segments fromifhepin to the various heuristics to reduce the number of entries. For example,
Vaa node of the cell ¥, node of the cell td/,, pin). Therefore, We group all possible input patterns of the gate into several sets
we need to derive accurate current waveforms for all segmetfitsuch a way that each pattern in a set exhibits similar current.
of V4q andV, lines and pins, which depend on the charge andhen, we perform HSPICE simulation for these sets to build the
discharge current waveforms of all cells. Based on the circ@igrrent/voltage waveform libraries. Note that all libraries are
model, for a given circuit with the netlist and its physical desigiuilt only once, and can be repeatedly used for power supply
we first estimate the current waveform for each cell with respei@ise estimation for all designs based on the same cell library.
to a given input pattern. The current waveforms for all the cells Note that we ignore thé&yq/ V5 voltage drop impact caused
are then used to compute the current waveforms flowing throulg¥ the switching of other cells during the library characteriza-
theV,q andV, pins as well as all segments4f, andV, nets. tion. However, the library is used only to derive the fitness value
The power supply noise on tHé,, andV,, nodes of each cell of aninput pattern. Even though we realize that this effect might
can then be estimated based on these current waveforms. affect the accuracy of the waveforms in this phase, it would be
The charge/discharge current and output voltage waveforf§ expensive to consider it. However, our experimental results
for a cell depend on various characteristics including the type @1ow that the used fitness function can still successfully guide
the cell, the starting/ending voltage and rising (falling) time dhe GA to derive good results. All the results are validated by
the input voltage waveform, loading capacitance of the &glj, transistor-level simulation.
(Vis) pin RLC values, and effective power/ground net’s
(see Fig. 3). To characterize the current and output voltage w
forms, we build the current/voltage waveform libraries with in- 1) Deriving Current Waveforms Flowing Through
dices including the above characteristics by using the circltocks: Given a netlist, its physical design, the topolo-
level simulator HSPICE. The ranges and intervals for all irgies of power and ground nets, and thg, and V, pin
dices used in our libraries for a sample cell library are shovwataracteristics, we first group the cells which are physically
in Table I. The two indices are used for all the characteristicéose to each other into small blocks and compute the effective
(input voltage waveform, effective power net resistance and gawer/groundRC’s for each block by using a®C reduction
pacitance, and loading capacitance) to characterize the libraopl. Then, we apply a waveform simulator extended from [7],
For example, the range and interval of the rising time in Tablenhich is based on the event-driven logic simulation algorithm,
are 0.1-1.0 ns, and 0.3 ns, respectively. That means the risiogimulate a given input pattern. The waveform simulator can
time of the input voltage waveform used for library characterfhandle the input voltage waveforms of the cells containing
zation are 0.1 ns, 0.4 ns, 0.7 ns, and 1.0 ns. For a given packglitehes as well as partial voltage swing, and produce the
specification, the piR LC values are fixed. To reduce the sizesutput voltage waveforms for all cells. The resulting voltage
of our libraries, we assume that only one input of a cell changesveforms at all internal nodes along with the current/voltage
the value from low to high (or high to low), and the values of thevaveform libraries discussed in Section IlI-B2 are then used
other inputs are kept in their stable values such that the outpaitestimate the charge/discharge current for each internal cell
of the cell switches and thus draws current. The input voltaged thus each block. For the current/voltage values of the time

a§e_Waveform Simulation
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TABLE 1
2.0 THE RANGES AND INTERVALS FOR THEINDEXES IN POWER SEGMENT
WAVEFORM LIBRARY

80,0
N0 triangular current waveform
o rising time falling time peak value
.00

range 0.1ns-07ns [ 0.1ns-0.7ns [10uA-510uA
o interval 0.2 ns 0.2 ns 100 pA

through the root segmeng is much smaller than that the current
sourcei, and the current waveforms in different segments are
e UNTT e : different. However, the segments closer to the switching block
EI) . X X kTR have waveforms similar to that of the current source.

The current waveform in each segment along the power net
Fig. 4. The current distribution for the charge current of a block with a smdif'o—¢) iS & function of the current waveforms flowing through
time period. the leaf cells and th&C’s of all segments in the power net tree.

It will be unacceptably slow to explicitly perform circuit-level
instances within one time step (say, 20 ps), we approximadienulation on the circuit consisting of the power ling€’ tree
their values using interpolation on the values in current/voltagad current source of the block [like Fig. 4(a)] for each derived
waveform libraries. block current waveform and for each pattern. We therefore de-

In the following, we propose a technique to efficiently obtainelop a “library” to speed up this process. We attempt to build a
the currents flowing through th&,4 and V,, pins as well as power segment waveform library for each block using the block
each segment of power and ground lines based on the obtainedent waveforms as parameter. In this phase, we first reduce
current waveforms of all blocks. the RC’s in the power net tree using/aC' reduction tool (e.g.,

2) Deriving Current Waveforms Flowing Through[22]), for each block except the ones in the target path (In other
Power/Ground Net Segment§he current waveforms words, we constructthe effective power nettree like Fig. 4(a) for
flowing through power and ground net segments depend each block). We then assume a triangular current source, which
the charge/discharge currents of all blocks. However, even feicharacterized by rising time, falling time and the peak value as
a power supply net with a one-pad tree topology, the currguérameters to approximate the charge/discharge current wave-
waveform of a segment is not a direct superposition of tlerm of the block. Sample ranges and intervals for these indices
current waveforms of the blocks downstream of the segmentused in this library constructing phase are shown in Table II.

For CMOS circuits, when the output value of a cell is changethen, we perform HSPICE simulation for each instance of the
from low to high (high to low), the charge (discharge) curremgarameterized current sources and derive the current waveforms
passes through the cell. If the duration of the current pulsefiswing through all segments in the path. We then sample these
much smaller than th&C time constant fronV,q (Vi) pinto  obtained current waveforms of all segments with a fixed time
theVya (Vi) Nnode of the block, not all charge (discharge) curremstep (e.g., say, 20 ps), and store the sampled discrete waveforms
is instantly coming from (toYaq (Vss) pin. Part of the currentis in a power segment waveform library. The libraries for ground
coming from (to) the neighboring capacitances along power andt are built in the same way. Note that the power segment wave-
ground lines, and these capacitances will be charged up slightlym library are built only once for a given design, and can be
later by the current from its neighboring capacitances again amgbeatedly used to estimate the power supply noise for simula-
eventually by the externdly, source. Therefore, the currenttion of a large number of input patterns.
waveforms in different segments along the path friggg pin For given input patterns, the estimation process for power
to Vqq node ;s node toV;, pin) of the block are different. We supply noise is summarized as follows. First, we build the
conducted a simple experiment to illustrate this point. Consideower segment waveform libraries, compute the effective
the Vaa net of a circuit with a tree topology shown in Fig. 4(a)power and ground neRC’s for each small block (which
where each node except the terminal nodes has three brancbessists of a set of adjacent cells), and apply the waveform
and the total number of terminal nodes is 5000. Suppose eaanulator to simulate the input pattern to obtain the charge
terminal node corresponds to thig; node of a cell. Thé? and and discharge current waveforms for all blocks. Then, for each
C values in Fig. 4(a) are extracted from the power supply net bfock, based on the block current waveform and the power
a corresponding physical design. We assume that just one blsegment waveform libraries, we derive tbfectivecurrent
has switching current and all cells in other blocks are in stablaveforms flowing through all power net segments along the
values and do not draw any current. In this figure the chartgrget path (charging/discharging path frdf, pins to the
current flowing through the switching block is modeled as &4 nodes of the blocks), and the effective current waveform
current sourcéat one of the terminal nodes. Fig. 4(b) shows thigowing through power pins. For the current values of the
waveforms for current and the current in all segmerits—rs) time instances within one fixed-time step (say, 20 ps), we
along the path, which are derived by HSPICE. The verticabproximate their values using interpolation on the values
axis is the current (ip:A) of each segment in the path, and thén the power segment waveform library. The overall current
horizontal axis is the time (in ns). Note that the peak curremtaveform flowing through each power net segment can then
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aveform libraries or to derive charge current time duration threshold: 0.4 ns
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waveforms for all blocks Fig. 6. An exemplar voltage waveform for a celf§,q port w.r.t. an input
] pattern.
P ov%/er se]génen Derive the effective current oA -
wavelorm library - operations| . . . . .
for each block flowing through each segment| for generating supply noise exceeding a threshold. In this section, we first de-
Compute the supply noises on] |ne pattens fine the _problgm and then describe the_vector genera“uon.method
all segments of power lines | for solving this problem. In the following, the term “an input

pattern” is referred to as a two-vector sequebice= (v, v2),
where the first vector; is used to initialize the circuit, andh
causes switching at internal nodes.

Definition 1: A cell is called acritical power supply noise
cell if there exists at least one input pattern that causes power

supply noise at the cell'®yy or V., ports to exceed a specified
threshold and the duration is longer than a specified period.

Fig. 5. The overall GA-based process to estimate the power supply noise. 19 6 shows an exemplar voltage waveform ofthg port of
a cell after applying an input pattern. During the period friam
) . ] to t2, the voltage level is lower than the threshold and this time
be computed by summing up all the correspondafigctive herid is longer than the specified one. This cell is thus a critical
current waveforms for all blocks downstream of the targgfyver supply noise cell. Note that there may exist multiple input
segment. Thé K voltage drop for each block can be computeflaiterns which could identify a critical power supply noise cell.

by summing up the K voltage drops of all power net segmentgy, the other hand, an input pattern may identify multiple critical
along the path. The inductivAl noise onVy, (V;s) pin can power supply noise cells.

be obtained by evaluating the equatibr di/dt wherei is the Definition 2: Thecritical power supply noise sef an input

total current waveform passing through fig: (V<) pin. pattern is the set of the critical voltage cells identified by this
Based on this efficient framework for deriving the powepsiiern.

supply noise for any given 2-vector sequence, we apply the GAThere is one corresponding critical power supply noise set for
to generate a small set of patterns that would cause high powgE input pattern. The union of the critical power supply noise
supply noise at a specified area. We use the tool describedsiiys of all input patterns covers all critical power supply noise
[14] to generate such patterns. T.he vector generation procesgdfis in a design. We propose to find a small set of input pat-
based on the GA [10] and is an iterative process. The iteratifgns sych that the union of their critical power supply noise sets
process stops after the number of simulated patterns reachggg|q be identical to the union of the sets of all input patterns.
limit z_;md the tool reports a small number of_ patterns causinge apply the GA-based technique proposed in [14] (introduced
the highest power supply noise at the specified block(s). Tfi¢section 11-B) to generate such input patterns. The key issue
overall process is shown in Fig. 5. _ ~ here is the selection of a suitable fithess function for GA as the

Note thatthe?C reductiontool [22]is used in two ways. F'rSLquaIity of the input patterns generated by GA is strongly de-
in the power segment waveform library characterization pha?fendent on the fitness function used. The power supply noise
foreach bloc_k (which cons_ists o_fasetofadjacentcell_s),the em&'@mputation requires accurate simulation of the power supply
RCnetworkisreduced usingthis tooltoapathfrém pintothe  petwork together with the transistor netlist that drives them. If
Vaanodeoftheblock. Second, inthe phase whenthe charging/djgs se power supply noise as fitness, this comprehensive sim-
charging currentwaveforms computedforablock, foreach bloglation needs to be performed once for each pattern. In such a
the reduction tool collapses ti#&’ network into asingle equiva- yyay the overall GA-based procedure will be prohibitively slow
lentlumpedRC’ pair. The resultankC' pair are referred to as thefor most of today’s large designs with millions of transistors and
effective power and ground n&i' for each block. power netRC’s. Therefore, we need to find an easy-to-com-
pute metric as the fitness in which high fitness corresponds to
the high coverage of critical power supply noise cells.

Peak current of a design is the maximum current which the
design draws in response to an input pattern. This current dis-

We further extend the method to generate vectors used fobutes through the power network to transistors and capaci-
simulation to identify as many nodes as possible with powtances. Higher peak current tends to cause higher power supply

IV. | DENTIFICATION OF ALL NODES WITH CRITICAL POWER
SuPPLY NOISE
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entire design For this case, even though the voltage drop at bloakxceeds
I the threshold at time,, the vectors generated by the GA are un-
likely to activate it if we use the entire design’ peak current as
the fitness.

Motivated by this, we propose to use the peak current of
each individual block as a major factor of fitness. In the mean-
time, we also include the current of the entire design into fit-

I(t)

—
input ness. This is because current from other blocks also contributes
pattern to the power supply noise of the target block. We use an ap-

proximate but efficient approach proposed in [5] and [25] to
transistor-level simulation for extracting the peak current. Also,
- during the transistor-level simulation, power supply network
(a) bt 2 plock C and thus the power supply noise is ignored to speed up the sim-
ulation. In other words, we simulate only the transistor netlist
and assume constant voltages at power buses during the simula-
tion. The model for simulation is illustrated in Fig. 8. Note that
the Vpp current obtained by this model would be higher than
the one obtained by simulating both transistor and power net-
Fig. 7. The exemplar current waveforms of the entire design and eaWPfk netlists as the power supply noise on power network will
individual block. result in lowerVpp current. It is important to note that this es-
timated peak current is used onlygaidethe generation of the
input patterns. After good patterns are generated, we simulate
r—- - r— ., — T 1 both transistor and power network netlists using these patterns
| to identify critical power supply noise cells.

I We define the power supply noise factor of an input pattern
vDD4| | to blockm as follows:

| fvpp1

powersupply.noisefactor (v, m)
= peakcurrent(v, m) + « * current(v, t)
1)

where peakcurrent (v, m) denotes the peak current of block
m with respect to input pattern. The argument in the term

current(v, t) represents the time wheeak current(v, m) oc-
curs.Current (v, t) is the current of the entire design at tirhe
re— = - = = A~ —4& — — 4 — &a— —— 1 tow. The correlation factos is defined as the reciprocal of the
i IG_N;|—< \GNDAnetWOTk P, /)— GND4(|  number of blocks.
| I NI yad | We perform a new experiment to demonstrate the high
[ GND2 \\ /7 [oND3 [ correlation between the number of critical cells found and the
b — — ——— NIV = _ J power supply noise factor in (1). We select the largest design
assuming no power supply noise used (D6 in Table VIII), randomly generate 100 input patterns,

and then perform transistor-level power/current simulation
Fig. 8. The model for transistor-level simulation speed-up approach. to the design by applying these input patterns. The power

supply noise factor with respect to each input pattern and block
noise because more current flows in the resistive network. Sirfjpower supplynoisefactor (v,m) in(1)) is then computed
larly, we can define the peak current of a functional block as th@sed on the simulation results. To identify the critical cells, we
maximum current the block draws in response to an input patso perform power network simulation for the design based on
tern. If we use the peak current of an entire design as fitness, the same set of input patterns, and then obtain the number of
generated patterns may not activate all the critical power suppiytical cells found in each block in the design caused by each
noise cells as the times at which the peak current of differgpaittern. Fig. 9 shows the relationship between the power supply
functional blocks occurs may not coincide with each other. Maxoise factor and the number of critical cells of the largest block
imizing peak current of the whole design usually results in eka the design. The horizontal axis represents the power supply
hibiting the worse cases only for cells in some critical blocksoise factor and the vertical axis corresponds to the number
and may miss some critical cells. Consider a 3-block designanf the cells. This figure shows that input patterns with high
Fig. 7(a). The current waveform with respect to an input pattepower supply noise factor can identify large number of critical
for the entire design and each block is shown in Fig. 7(b). Theells. The correlation between these two quantities can further
peak current of the entire design occurs at timat which the be illustrated by calculating the correlation coefficieip).
current drawn by block” is much lower than its peak current.Table Il shows the values of for all the blocks in the design.
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Fig. 10. The fitness determination for input patterns.

Initial population of input patterns
randomly generated or specified by users

Fig.9. Therelationship between the power supply noise factor and the number
of critical cells.

TABLE Il Perform simulation on transistor netlist to derive| g
CORRELATION COEFFICIENT BETWEEN POWER SUPPLY NOISE FACTOR peak current for each block and the entire dcsign
AND NUMBER OF CRITICAL CELLS FOUND (]

Compute the power supply noise factor for each pattern l

-block
index

Update the maximum power supply noise factor
and the associated pattern for each block

L]

Build and solve the bipartite weighted graph to
obtain the maximum matching

0.96 [0.95 10.95 10.97 |0.97 |0.97 |0.98 |0.96 [0.97 |0.96 }0.97

For most of the blocks; is close to 1. This indicated that these
two factors are strongly correlated.

We use this power supply noise factor as a measure of power
supply noise. The objective is to find the input pattern with the
maximum factor value for each block. Instead of performing GA
for one block at a time, we propose a new approach, which uti-
lizes the “group search” feature of GA, to maximize multi-ob-

Assign the fitness for each pattern based on
the matching results

T

Generate new population based on the current
population and fitness using genetic operations

jectives within a single GA run. The method proceeds as fol-
lows. To make GA maximization process covering each block,
we set the population size as the number of blocks, and per-

# of trial patterns
> limit?

yes

|Perform simulation on transistor and power network netlists

form one-to-one mapping between input patterns and blocks.
For each pattern, the fitness is referred to as the corresponding
power supply noise factor of the mapped block. We propose to
find the mapping with the maximum summation of the fithes . 11 Th . . .
. . . .11 e overall flow of our technique for critical power supply noise

and then use the fithess to generate the new population of mg,lg'gﬂem
patterns.

At each generation of GA, selection process is biased towgjghph, which can be efficiently solved by the Hungarian method
input patterns with higher fitness values so that the average?p;]_
ness values, and hence average power supply noise factor of theor each iteration, we update the maximum power supply
input patterns in the next generation tends to increase. Also, {ifise factor and the associated input pattern with respect to
mapping with the maximum summation of the power suppiach block. The genetic operation schema and the termination
noise factor allows guiding the GA toward selecting the pagpndition of the process are the same as described in Sec-
terns with high power supply noise factor for each block. Thigyn 11-B. Finally, we perform the power network simulation to

achieves the objective of maximizing the power supply noiggese recorded input patterns. The overall flow of our technique
factor values of all the blocks. is shown in Fig. 11.

Consider the example shown in Fig. 10 with four input pat-
terns: 1, 2, 3, and 4, and four blocks:b, ¢, andd. The weight

of edgeV;; between pattern and block; is the power supply . o . ,
noise factor. Suppose the mapping (denoted by the thick linés) EXPeriments for Calibrating Maximum Power Supply Noise

have the maximum summation. Then, the fitness for patternsZStimation
2,3,and 4 ard’ ., Va,, Vag, andVy,, respectively. The mapping We conducted an experiment to validate the vector genera-
is referred to as the maximum weighted matching of a bipartitien method for estimating maximum power supply noise. In

V. EXPERIMENTAL RESULTS
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TABLE IV TABLE V
POWER SUPPLY NOISE FOR100 RANDOM PATTERNS FORBENCHMARK THE COMPARISON OFPOWER SuPPLY NOISE BY OUR PATTERNS AND ALL
CIRCUITS PATTERNS (BASED ON0.25p, 2.5 V TECHNOLOGY)
Power supply noise estimation Avemg(:;}))U time maximum power supply noise
Wavelorm simulator Powr Ml ISPICE| Wave ckt our patterns all possible patterns

CircuitsMin|AveMax| Ave Ave | Ave | o' |Power HSPICE

imuta-| value norm. value .

W[ [V [AVikrofavierod v) [P mill = | Tom

(%) (%) cm42a 54 0.96 5.6 1.00
C13550.31]044]050[003[ 6.4 | 0 [ 0 [0.47 | 01 | 124 | 116 cm82a 4.1 1.00 4.1 1.00
1908 [0.11]0.28[0.43[0.04]125[ 0 | 0 | 032 | 0.1 | 424 | 709 om83a o8 099 99 100

C267010.31|0.47|0.64{0.04] 7.8 0.021 3.9} 0.51 | 0.1 | 185 | 1042
(C354010.20]|0.31{0.44/0.02| 6.9 0.02{ 6.8 | 0.29 | 1.6 | 31.9 | 1665

cml138a 4.5 0.96 4.7 1.00

C53150.48[0.62]0.78|0.04| 6.9 J0.04{ 6.8 058 | 2.0 | 63.5 | 3559 cmb 5.7 1.00 57 1.00
s1196 [0.28]0.34{0.42]0.04[133] 0 | 0 | 030 | 0.1 | 3.8 | 2162 cu 9.4 0.97 9.7 1.00
1238 [0.31]0.34]0.44[0.04/10.500.02) 53| 038 | 0.1 | 5.1 | 3065 vda 503 0.95 531 100

51423 [0.54}0.62[0.71/0.05[ 8.7 .02/ 3.5] 057 | 0.1 | 6.5 [ 461
51488 [0.34]0.39[0.47/0.04[11.40.02] 5.7 [ 035 [ 0.1 | 88 [ 2155
51494 [0.32[0.38]0.46[0.04| 9.5 j0.01[24[ 042 [ 0.1 | 93 | 1666
5378 [0.41]0.63[0.77[0.05[86] 0 [ 0 [ 058 | 0.2 [ 23.6 | 5230
average] - | - | - | - |93| - |31] - | 04 | 205 | 1985 on average 23.6 s to simulate one pattern, and the waveform sim-

ulator needs only 0.2 s. The reasonable accuracy and the high
efficiency of the waveform simulator make it possible to serve

this experiment, we used a 0.5 and 3.3 V CMOS library as the core of the GA-based test generation to explore the huge
and a physical design system GARDS [11] to layout each eselution space for this application.
perimented benchmark circuit. After the physical design, we 2) Comparison of Maximum Power Supply Noise by the Ob-
further used GARDS to extract the power/ground Rét-trees tained Value and True ValueWe perform the following exper-
and compute th&C’s of all segments. For thE;, andV,, pins iment to show the effectiveness of the GA-based characteriza-
characteristics, we apply the values used in [2], which are fration pattern generation procedure in Section Ill. We try to sim-
the I/O buffer information specification of Intel Pentium chipulate all possible input patterns using HSPICE and then extract
whereL = 11.33 nH,C = 348 pF, R = 0 2 (1 2 was used the maximum power supply noise which are used to compare
in our experiment) [12]. We used the salié&C characteristics with the ones derived by simulating only the patterns generated
of Vaa/Vss pins for all the benchmark circuits and 12 industriaby our technique. Due to the large number of HSPICE simu-
circuits during PowerMill and RailMill simulations. For gen-lation runs needed for circuits with a large number of primary
erating all current/voltage waveform libraries and power se@puts, this validation experiment is only applied to circuits with
ment waveform libraries, we perform the HSPICE simulatioa small number of inputs. We run HSPICE for two sets of input
with level-3 model parameters for 0.5%n feature size used in patterns: 1) our patterns (the number is 20 in this experiment)
GARDS. and 2) all possible input patterns. Table V shows the worst-case

1) Estimation Errors of Power Supply Noise for a Givempower supply noise caused by the two sets of patterns for the
Input Pattern: In order to evaluate the accuracy of the wave? small MCNC91 benchmark circuits. The worst-case power
form simulator given in Section IlI-B, we generate 100 randosupply noise £ noise, andl R drop) and normalized values
patterns (2-vector sequence) and perform simulation for edmjt 1) our patterns and 2) all patterns are shown in Columns
circuit by applying three different simulators: (1) the waveforr@—3, and 4-5, respectively. All normalized values are with re-
simulator, (2) PowerMill and (3) HSPICE. Table IV show thespect to the values derived by all patterns, and the experimental
results for the peak power supply noise for the 11 ISCAS88sults are based on a 0.2 with supply voltage 2.5 V li-
benchmark circuits based on the three different simulatolwary. The experimental results show that, on average, our pat-
Columns 2—4 show: 1) the minimum; 2) the average; and 3) tterns give only 2% lower worst-case power supply noise.
maximum power supply noise for the 100 patterns based on3) Estimation for Maximum Power Supply Noise for Bench-
the waveform simulator. Columns 5-6, 7-8 show the averag®rk Circuits: For each benchmark circuit, we apply the
absolute errorg| AV|) and the corresponding error percentagéA-based test generation process based on the waveform
of our results and PowerMill results as compared with the noisamulator to generate the input patterns and then select ten
derived by HSPICE simulation. The average power supppatterns producing the highest power supply noise. The size of
noise based on HSPICE is shown in Column 9. The averagepulation of GA in the experiment is 30, and the nhumber of
CPU times per simulation run for the three simulators are algenerations is 50. That means the number of patterns simulated
reported. by the waveform simulator is 1500. These settings of these two

On the average, the average estimation error of our methmmhtrol parameters have been used for all the benchmarks in
compared to HSPICE is 9.3%. The average estimation ermir experiments. Different sets of values were tried out, and the
for PowerMill is 3.1%. On the other hand, HSPICE simulatiomalues listed were selected as they were consistently yielding
cannot estimate the power supply noise for large benchmark gjood results. Then we simulate the obtained ten patterns using
cuits in a reasonable time. For circuit s5378, PowerMill nee@®owerMill [20]. The reported maximum power supply noise

Ave. - 0.98 - 1.00
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TABLE VI segment waveform libraries, and the PowerMill simulation time
ESTIMATION FOR MAXIMUM POWER SUPPLY NOISE FORBENCHMARK CIRCUITS for the final ten patterns

Maximum Power Supply Noise CPU time (min) The ex.perlmental results show that, on the average, our ap-
Ao GA proach gives 23% and 17% tighter lower bounds for the bench-
. Wi . . . .
Weighted | o, = Ml Ours  |Weigh mark set, than the bounds obtained with the weighted random
Random Only R:ﬁjo Power| Ours approach an@AP, respectively. For the CPU time of the largest
m | Mill benchmark circuits s35932, the weighted random@A&-only
(V) pormat] (V) pormali (V) mormal Only approaches need 28.5 hours to estimate the maximum power
C1355 [042] 1 |053]126]068|162] 62 | 63 | 23 supply noise, and our approach needs only 4.6 hours.
CI908 [064| 1 |067]1.05]|068]1.06]| 212 | 213 | 34
C2670 |0.70] 1 [0.70 [1.00[079 [1.13]| 93 | 65 | 31
C3540 [069| 1 |072]|1.04]079|1.15]| 160 | 164 | 65 B. Critical Power Supply Noise Identification
C5315 [072] 1 | 081 113|092 | 128318 [321 | 71 . _ _ .
C6288 [091]| 1 |1.02]112|1.15]|1.26] 760 | 767 | 155 The second experiment is to characterize the effectiveness
C7552 1091 1 10831097113 [1.24)} 785 | 789 | 132 and efficiency of the pattern generaiP for identifying crit-
s1196 10.66| 1 [066]100/066]1001 10 | 10 | 9 ical nodes. In this experiment, we use a 0,28 library with
s1238 |063] 1 [063 100|075 1.19] 13 | 13 | 13 | it f25V\ F Il benchmark circuit
51423 [051| 1 |053104|062[122| 16 | 16 | 16 a supply voltage of .o V. -or small benchmark circuits, we
51488 1057 1 1035510961061 11071 22 [ 22 | 21 simulated the power netyvork and the transistor netlist using
s1494 [058| 1 | 061 1.05]062[1.69] 23 | 23 | 21 HSPICE for all possible input patterns and then report all the
$5378 1069 1 |078]113/0841122] 59 | 60 | 31 critical power supply noise cells. These cells are used to com-
5193223047 8";? i 8?; (l)-gg 8'22 }‘(3)(2 24083 25(?7 ég pare with the ones derived by simulating only the patterns which
S B 5 B 3 B .
5550 To2 T T Toee Tooz 103 {1151 737 1943 | 131 are generated_ byIP gnd GAP, whlch uses to the peak cur-
32317 1072 1 1075110410861 1.109 | 131711321 225 rent of the entire deS|gns as the fithess of each pattern. D_ue to
$38584 | 085 1 | 095 1.12 [ 1.10 | 1.29 | 1530|1532 247 the large number of simulation runs needed for circuits with a
$35932 | 106] 1 |1161.09]125] 11817151721 ] 276 large number of primary inputs, this validation experiment is
average | - [ T ] - [IO] - JIZB[45]47] only applied to circuits with a small number of inputs. Before

performing the simulation, we partition each circuit into blocks
is referred to as a tight lower bound of the maximum powdased on the sizes and topology of circuits. The simulation are
supply noise. To evaluate our technique, we compare tRerformed for three sets of input patterns: 1) patterns generated
results with those produced by two different test generatidy VIP (the number is the same as the number of blocks for each
techniques. 1) Apply an input pattern generator embeddeigcuit); 2) patterns generated IBAP (the number is the same
in PowerMill, namedGAP [20], which employs the same as theVIP uses); and 3) all possible input patterns. Table VI
GA-based procedure but uses PowerMill as the underlyig§ows the number of critical power supply noise cells identified
simulator instead of the waveform simulator. Because of ti the three sets of patterns for the 7 small MCNC91 benchmark
higher simulation time per pattern, we reduce the number @fculits.
total simulation runs to 300 for combinational circuits (the The number of critical power supply noise cells and normal-
size of population is 10 and the number of generations is 3®ed values by: 1YIP; 2) GAP, and 3) all patterns are shown in
and 150 simulation runs for sequential circuits (with the sanfglumns 2-3, 4-5, and 67, respectively. All normalized values
size population and 15 generations). 2) Simply apply the same with respect to the values derived by all patterns. Column 8
number of the weighted random patterns with primary inpgives the number of blocks for each circuit where this number is
switching probability of 0.9, and simulate these patterns usiitige same as the number of simulated patterns usédm®wnd
PowerMill to identify the one producing the highest poweGAP. Columns 9 and 10 show the specified threshold power
supply noise. The reason for using this switching probability &ipply noise and threshold time period. The experimental re-
because simulating patterns in which each input has a transit#its show that, on average, four patterns generat&digen-
does not have to necessarily produce the maximum curreify, 96% of the critical power supply noise cells.
This is especially true for circuits with XOR gates [23]. VIP is also tested to a set of industrial designs with a wide

The estimated maximum power supply noise for the benctange of applications such as CPUs, DSP processors, and large

mark circuits are shown in Table V1. The maximum supply nois@aemory banks. The number of transistors ranges from 61 K
and normalized values estimated by: 1) weighted random dp-1.14 M, and the technology from 0.26to 0.8 ;.. An in-
proach; 2 GAP, and 3) our approach are shown in Columns 2—8lustrial RC extraction tool Arcadia [19] is used to extract the
4-5 and 6-7, respectively. All the normalized values are with rpewer/ground neRC's from its layout database and to generate
spect to the values derived by the weighted random approattte power/ground netlists. PowerMill [20] is used as the em-
Note that all the values of power supply noise are reported by thedded simulator to report the current for fithess computation.
same simulator—PowerMill. The CPU times for the three agable VIl shows the design statistics. Columns 2, 3, and 4 show
proaches are reported in Columns 8, 9, and 10, respectively. The number of primary inputs, process technology, and power
CPU times shown in Column 10 include the CPU time for consupply voltage. The numbers of transistors and poweriies
puting the effective power/ground ne®&"s for each block, the are shown in Columns 5 and 6, respectively. Columns 7 and 8
waveform simulation time for 1500 patterns, the runtimes fahow the specified threshold power supply noise and time pe-
RC-reduction and HSPICE simulation for building the poweriod.
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TABLE VI TABLE IX
THE COMPARISON OFCRITICAL POWER SuPPLY NOISE CELLS FOR THREE THE COMPARISON FORPOWER SUPPLY NOISE ANALYSIS
SETS OFINPUT PATTERNS

# of critical cells |max. supply noise (V #. of patterns
# of the identified critical supply noise cell§ thresholly o Design| vIp | GAP | func.|| VIP | GAP | func.|] VIP | GAP | func.
all possible || #. of isg;vl;r d time - e vee. i
Ckt. VIP GAP patterns |plocks| noise pf:;;d D1 | 1976 | 1300] 525 || 0.09 [ 0.09 [ 0.09 |} 168 | 152 | 323
(mV) D2 0 0 0 J]}0.051] 005 0.02]|]1800 [ 1200 | 720
# |morm | # |uorm.| # |norm. D3 [1179] 0 | 0 ||070 | 055 ] 057] 108 | 180 | 551
cmd2a) 4 | 100 4 | 100} 4 j100} 3 | 56 |002 D4 | 3953|1520 | 119 || 0.47 | 0.56 | 0.45 || 360 | 250 | 1400
cm82a| 5 | 100) 4 [ 08 | S |1.00) 3 | 41 |002 DS | 344 | 285 | 0 || 060 | 058 | 0.53]| 696 | 400 | 2000
cm8sa| 6 (086 | 2 |029) 7 |100)) 3 | 99 |002 D6 |1322| 0 | 0 [|062]048] 035|120 | 140 | 500
cmi38a) 5 | 100 | 4 1080 S | 10O 4 | 47 | 002 D7 | 816 | 700 | 18 || 1.10 | 1.10 | 1.05 || 240 | 360 | 1431
cmb | 0 J 100 0 | 100} O | 100)] 4 | 57 |002 D8 |2059| O | O ||1.74] 140 1.05]| 130 | 110 | 488
cu | 1 J100) 1 100 ) 1 J1O0O) 3 | 97 |002 D9 | 1191 760 | 58 |[1.30 | 1.30 | 1.26 || 252 | 200 | 160
vda | 18 [ 086 | 11 | 052 | 21 | 100} 8 | 53.1 |004 D10 | 2280 | 1170 | 0 || 0.86 | 0.84 | 034 |[ 840 | 680 | 823
Ave. | - [096) - |077] - | 100 4 | - - DIt | 64 | 52 | 35 |[090] 090 [ 090][f 100 | 120 | 983
D12 o [ o [ o [fooa]o04 004228 ] 160 | 650
TABLE VI Ave. | 1265 ] 482 | 63 - - - 420 | 329 | 836

STATISTICS OF 12 INDUSTRIAL DESIGNSUSED FOREXPERIMENTS

threshold | threshold TABLE X
) technolo| SUPPLY | 4 o5 | #-of supply | time THE COMPARISON OFCPU TIME FOR POWER SUPPLY NOISE ANALYSIS
Designs| # of Pls voltage . power h .
gy (W transistors]| © noise | period
V) net’ RCs ) (ns) CPU time (min.)

i 35 | 025 | 25 | 1.0M | 898K | 0.00 | 0.03 Pesiens s VI}Z — RG?; — %‘::
solvin ower-| kailivl- ota) OWEr-| kailivl- otal .

2 194 | 028 | 22 [279K| 8K | 010 | 004 gmphg il | il | it
B N M
5 108 [ 05 33 | 508K | 602K | 055 | 0.06 o N LN T L | S A L | B
6 109 | 06 | 33 [1.14M|1.I19M | 050 | 0.03 D3 L O | L I3 ] oy 4l ] 136 | 50 830
- T os T a0 Tom oon T ros T o D4 | 8 | 380 | 187 | 575 || 410 | 174 | 584 || 1612
' D5 | 6 [ 278 | s4 | 338 ][ 163 | 51 | 214 || 1784
O N N T T S T A A AL I IETT T N R T
10 [ 175 | 08 | 50 | 62k | 310K | 0.80 | 0.08 LA T U N L RS SRS e | M
o " T 50 Tex ok o= 0 D8 | 4 [ 254 | 106 | 364 || 200 | 110 | 310 || 389
12 98 1.0 | 50 | 73K [885K | 010 | o1 SO L A L LA | A S O
Do | 5 | 153 | 178 | 336 || 102 | 170 | 272 || 840
DIl | 3 72 4 79 || 91 4 95 {| 17
In this experiment, a power network simulator RailMill [21] _Di2 | 3 94 9 106 f} 68 | 10 | 78 || 207
is used to validate the quality of the obtained input patterns. We_Ave. | 5 | 228 | 85 | 317 || 206 | 82 | 288 || 976

compare the simulation results reported by RailMill for three

different pattern sets: 1) patterps gener_afced/.b?/, 2) patterns found by the other two approaches. For designs D2 and D12,
generated bYGAP, and 3) functional verification vectors pro- " . .
Q critical power supply noise appears and these two designs

vided by the designers. Table IX shows the comparison for the © . :
12 tested industrial designs. The numbers of the critical pow%ﬁil'&:h; 2%\’:2;iiﬂg?&?g%ﬁﬁg%iﬁ Tﬁ (ﬁzretrhiis,'tggz’ethe
supply noise cells found by: MIP; 2) GAP, and 3) functional 9

vectors are shown in Columns 2, 3, and 4, respectively. Columt??’sthe othersVIP also obtains higher or equal maximum power

5-7 show the level of the obtained maximum power supp ipply noise compared to those BAP for eleven out of the

noise. The total number of patterns used for running both Powg tested designs. For design DAP obtains lower maximum

erMill and RailMill is shown in Columns 8-10. Table X givespOWer supply noise thaBAP. However, the number of critical

the CPU time for each technique. The CPU time consumed B?/d.es found is 2.'6 times higher. For the largest design DS, sim-
) : T : . ating the functional vectors needs 68.3 h &iB needs only

VIP for: 1) solving the bipartite graph for the maximum weigh 0h

matching; 2) PowerMill simulation; 3) RailMill simulation is ="~ '~

shown in Columns 2, 3, and 4, respectively. Column 5 gives

the overall CPU timé/IP consumes. The CPU time f@AP

is shown in Columns 6-8. Column 9 gives the time for func- We propose two efficient techniques for generating patterns

tional vectors used by RailMill simulation. that would produce high power supply noise and could effec-
For designs D3, D6, and D&/IP identifies a large number tively verify the power network reliability. The obtained patterns

of critical power supply noise cells and none of them can twan be used to estimate maximum power supply noise. They can

VI. CONCLUSION
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also be used for power network reliability analysis to identify[16] B. L. Miller and D. E. Goldberg, “Genetic algorithms, tournament selec-
cells experiencing excessive power supply noise. The experj-_ o and the effects of noiseComplex Systpp. 193-212, June 1995.

. H. Papadimitriou and K. Steiglit€ombinatorial Optimization, Al-

. 17]

mental results show th_at the pa.ttems generated using the p'IO' gorithms and Complexity Englewood Cliffs, NJ: Prentice-Hall, 1982.
posed approach result in much tighter lower bound on the maxi8] R. Senthinathan and J. L. PrincSimultaneous Switching Noise of
imum power supply noise, in comparison with the results ob-,  €MOS Devices and Systemsoston, MA: Kluwer, 1994.

tained by other test generation schemes. Also, the experimen
results indicate that the generated input patterns successfu

PowerMill Reference ManuaSYNOPSYS, June 1999.

19] Arcadia User GuideSYNOPSYS, June 1999.
] RailMill User Guide SYNOPSYS, June 1999.

Identlfy Ce”s that encounter Crltlcal Voltage drops but mlssedzz] Ultima-PR User’s Guide 2.2,8JItima Interconnect Technology, Inc.,

1997.

by other sources of vectors. These two technjques can be 3] C.-Y. Wang and K. Roy, “Maximum power estimation for CMOS cir-
plied to generate patterns that would cause high power supply cuits using deterministic and statistic approach¢SEE Trans. VLSI
noise at any interested block and included in the design cycle  Syst pp. 134-140, Mar. 1998.

[24] C.-Y. Wang, K. Roy, and T.-L. Chou, “Maximum power estimation for

for accurate power network reliability analysis. sequential circuits using a test generation based technifuec” IEEE

(1]

(2]

(3]

(4

(5]
(el
(7]

(8]

9]

(20]
(11]
(12]

(23]

(14]

(15]
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