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Joshua Knowles David CorneDepartment of Computer Science, University of Reading, UKJ.D.Knowles@reading.ac.uk, D.W.Corne@reading.ac.ukFAX: +44 (0) 118 975 1994, TEL: +44 (0) 118 931 8983AbstractProper comparison of the performance of twoor more multiobjective optimisers is a com-plex problem of prime importance to the mul-tiobjective evolutionary �eld. In this work-shop paper we report on the use of soundstatistical techniques and new test functionsto assess the performance of a novel evolu-tionary optimiser, the Pareto Archived Evo-lutionary Strategy, and to compare its per-formance with two well known MOGAs. Thetest functions and statistical tools describedhere, and our results, have all been madeavailable for use by other researchers.1 IntroductionIn order for good statistical assessments and compar-isons of multiobjective optimisers to be made, two re-quirements must be ful�lled. The �rst is that soundstatistical techniques are employed and the second isthat testing is carried out on a diverse set of standardtest problems. To test the performance of a new muli-tobjective algorithm, the Pareto Archived EvolutionStategy (PAES), we employed statistical techniquesput forward by Fonseca and Fleming and used six dif-ferent test problems. Four of these problems have beenused elsewhere [1, 2, 8] but two are new to the mul-tiobjective evolutionary �eld. Since it is our aim toencourage use of both the techniques and test func-tions reported here we have made these problems andour statistical analysis tools freely available1. At thesame location we also provide full results sets for theseproblems so that direct comparisons with our resultscan be made.1www.cs.rdg.ac.uk/research/ssr97jdk/multiobjective

2 The PAES AlgorithmThe PAES algorithm has been introduced in [5] andis described more fully in [6]. It was developed ini-tially for solving a three-objective telecommunicationsrouting problem which had been found to yield best tolocal search methods, when the three objectives werecombined in a weighted sum. The original PAES al-gorithm, PAES(1+1), is thus a strictly local searchoptimiser but is nonetheless capable of �nding a di-verse set of solutions in the Pareto optimal set. Thisis accomplished through the maintenance of an archivewhich stores all non-dominated solutions found. Thearchive serves two distinct purposes: to return the bestsolutions found from the run and to act as a compar-ison set to aid in the evaluation of all new solutionsgenerated.3 The Test ProblemsThe performance of PAES was compared with theNiched Pareto GA [4] and a nondominated sortingGA [9] on a suite of standard test functions. The�rst four of these are the same as used by Bentley[1] i.e. Scha�er's functions F1, F2, and F3, and Fon-seca's f1, renamed F4 here. Functions F1{F4 contain,respectively, a single objective and one optima, a sin-gle range of optima, two ranges of optima, and a singlerange of optima spread across two dimensions. Theiruse in testing multiobjective optimisers is in their im-plicit setting of two challenges: �rst, the set of non-dominated solutions delivered by the optimiser shouldcontain all of the function's Pareto optima. Second, itis generally felt best if there is no strong bias favouringone Pareto optimum over others. In other words, ina MOGA, for example, the number of copies of eachPareto optimum in the �nal population should be sim-ilar. If not, this would seem to reveal a bias which maybe undesirable in practical applications.



We designed F5 (described below) to provide strongerchallenges in these respects; it is easily de�ned, but isa non-trivial problem. Each Pareto optimum is intrin-sically di�cult to �nd, and there are n distinct Paretooptima for chromosomes of length n, each of whichhas a di�erent frequency i.e. some are far easier to�nd than others. This makes both challenges (as de-scribed above) stringent tests for any multiobjectiveoptimiser.The function F5 uses an n-ary chromosome of n genes.There are two objectives de�ned by the following twofunctions (in which Gi is the ith gene).F51 = n� 1� n�2Xi=0 � 1 if Gi+1 �Gi = 10 otherwise (1)F52 = n� 1� n�2Xi=0 � 1 if Gi �Gi+1 = 10 otherwise (2)Our �nal test problem, The Adaptive DistributedDatabase Management Problem (ADDMP) is a load-balancing problem from the telecommunications �eld.A detailed description of it can be found in [7]. By pro-viding the full evaluation function and a set of param-eters which de�ne a particular scenario, the ADDMPcan be used as a valid test function for use by otherresearchers. These can be found via the ECTELNET2website3.4 Statistical Comparison ofMultiobjective OptimisersProper comparison of the results of two multiobjec-tive optimisers is a complex issue. A discussion ofthe issues faced, and a powerful solution, is describedby Fonseca and Fleming [3]. We have implementedtheir methods so that statistical comparison of theperformance of optimisers searching for solutions inany number number of objectives can be performed.Extensive results from our comparisons between thePAES, NPGA and NDSGA are given in [6], and ourimplementation of the statistical methods are freelyavailable from the WWW site given earlier.AcknowledgmentsThe �rst author would like to thank BT Labs Plc. forthe continuing sponsorship of his PhD.2The Telecomms subgroup of EvoNet: The EuropeanNetwork of Excellence in Evolutionary Computation3www.dcs.napier.ac.uk/evonet/
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