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Abstract- For tackling multi-objective optimisation
(MOO) problem, many methods are available in the field
of evolutionary computation (EC). To use the proposed
method(s), the choice of the representation should be
considered first. In EC, often binary representation and
real-valued representation are used. In this paper, we
propose a hybrid representation, composed of binary
and real-valued representations for multi-objective op-
timisation problems. Several issues such as discretisa-
tion error in the binary representation, self-adaptation
of strategy parameters and adaptive switching of rep-
resentations are addressed. Experiments are conducted
on five test functions using six different performance in-
dices, which shows that the hybrid representation ex-
hibits better and more stable performance than the sin-
gle binary or real-valued representation.


1 Introduction


In order to solve multi-objective optimisation problems
a wide range of methods have been proposed in the
field of evolutionary computation (EC); examples are
multi-objective GA (MOGA), non-dominated sorting GA
(NSGA), fast elitist NSGA (NSGA-II), Pareto archived ES
(PAES), see [Coe01, Deb01] for a comprehensive list.


Usually all of these algorithms have a specific represen-
tation which is used to encode the design parameters of a
particular problem, although some can be used in conjunc-
tion with a variety of different representations (See [Rot02]
for representation). In evolutionary computation two types
of representations are widely used: the binary representa-
tion, which is motivated by the building block hypothesis in
genetic algorithms (GA) [Gol89] and the real-valued repre-
sentation which is motivated by the idea to choose the natu-
ral problem representation especially in the context of evo-
lution strategies (ES) [Rec94]. In particular the real-valued
representation has frequently been used also with genetic
algorithms and the separation between GA (binary encod-
ing1) and ES (real-valued encoding) is certainly not valid
any longer [Deb95, Ono97, Esh93, Deb02b]. On the con-
trary, the pragmatic view to choose the representation and


1Note that we use the terms representation and encoding synonymously.


the variation operators which empirically perform best is
widely accepted, not least due to the lack of rigorous theo-
retical results.


Hybrid representations have been used before in single
objective optimisation either because the optimisation prob-
lem was mixed continuous and discrete or because the hy-
brid representation was used to improve the search process.
Barbulescu et al. [Bar00] used a dynamic Gray code. They
mentioned that a local optimum under one representation
may not be a local optimum under another. They propose
the “shifting” method to add a bias to the binary represen-
tation. Shifting helps the evolutionary algorithms to escape
local optima. Schnier and Yao [Sch00] used a Cartesian
representation in conjunction with a pseudo-polar represen-
tation. On several test functions, the mixed representation
showed good performance. However, the results were also
strongly dependent on the variation operators that were em-
ployed.


In this paper, we propose a hybrid representation consist-
ing of a binary representation and a real-valued representa-
tion for multi-objective optimisation problems. Our origi-
nal motivation was to exploit the different dynamics of the
populations during the search process. This dynamics must
be analysed in both the parameter as well as in the fitness
space [Oka02]; it is strongly influenced by the choice of the
representation and the variation operators.


We will discuss the framework in which we use the hy-
brid representation in Section 3 and we will compare the
hybrid algorithm to two standard methods on a variety of
different test functions and performance indices in Section
4. In Section 5, we discuss our results and we conclude in
Section 6. As a starting point, we will briefly summarise the
performance indices and test functions that will be used in
this paper in Section 2.


2 Performance Indices and Test Functions


Judging the performance of multi-objective optimisation al-
gorithms is not an easy task; this is reflected by the large
number of performance indices2 that can be found in the lit-


2Often performance measures are referred to as metrics without proving
that the necessary conditions are fulfilled, therefore, we will only denote







erature [Coe01, Deb01, Kno02, Zit02, Zit03, Oka03]. Since
no single performance index is sufficient for comparing two
algorithms, see [Oka03] for a criticism of performance in-
dices, it seems most appropriate to use a portfolio of differ-
ent performance indices (PIs).


We can group PIs into five different classes: (1) distance-
based accuracy, (2) volume-based accuracy, (3) distance-
based distribution, (4) niche-based distribution, and (5)
spread-based measures (See [Oka03]). In this paper, we se-
lect one PI from each class. Additionally, we also use the�����


index proposed by Hansen [Han98]:� Deb’s � index in (1) [Deb01, Deb02] : This PI is based on
the distance from the solution set, � , to the Pareto optimal
solution set, � , to measure the accuracy.� Zitzler’s 	 index in (2) [Zit00] : This PI is based on
the size of the area that is dominated by � to measure the
accuracy.� Deb’s 
�� index in (3) [Deb00, Deb01] : This PI is for
measuring the distribution of � . The Euclidean distances
between consecutive solutions in � are used.� Zitzler’s �� index in (4) [Zit00] : This PI is based on the
concept of niching for measuring the distribution.� Zitzler’s �� index in (5) [Zit00] : This PI is for measur-
ing the spread of � . The distances between the boundary
solutions are calculated.� Hansen’s ����� index [Han98] : This PI is based on a
decision maker’s (DM) preference. The solution set which
is often selected by the DM is the better one.


For each of the listed indices, we calculate the rank of the
algorithms, i.e., Rank 1 refers to the best optimiser, Rank 2
to the second best and so on. Thereafter, we average all
six ranks of the six performance indices ending up with one
scalar performance measure for each algorithm.


We use five different test functions, i.e., SCH1, ZDT1,
ZDT2, ZDT3 and FON2 from [Deb01]. The details are
shown in Table 1. For all of these functions, the true Pareto
front, ����������� , can be determined analytically [Oka02]. We
use the test functions with the following dimensions:  "!$# , %!&#(' and  "!$)*' .
3 Hybrid Representation and Genetic Opera-


tors


3.1 Motivations


Our original motivation for using hybrid representations
was to exploit the different dynamics of populations based
on different representations during the search process. In
[Oka02], the dynamics of evolution strategies (ES) based
on the real-valued representation were observed by project-
ing the normal distribution onto the fitness space. Since the


all measures as performance indices.


Table 1: Test functions.
SCH1 +-,/. ,0�1 0243 ,65 �2+ � . ,0 1 0243 ,87 5 2:9<;(= >@? �9BADC 5 2 CEA
ZDT1 +-,/. 5 ,F 7 5 ��G =H=H= G 5 0 ? .I� = >KJ L0*M , 1 0243 � 5 2+N�B. FPO 7 � = >Q9SR TVUW ?>XC 5 2YC �
ZDT2 + , . 5 ,F 7 5 � G =H=H= G 5 0 ? .I� = >KJ L0*M , 1 0243 �Z5 2+ � . FPO 7 � = >Q9 7 TVUW ? � ?>XC 5 2 C �
ZDT3 +-,/. 5 ,F 7 5 ��G =H=H= G 5 0 ? .I� = >KJ L0*M , 1 0243 � 5 2+N�B. FPO 7 � = >Q9 R TVUW 9 7 TVUW ?\[^]�_ 7 � >a` +@, ?\?>XC 5 2YC �
FON2 + , .I� 9cbed6fhgi9 1 0243 ,kj 5 2Z9 ,l 0nm ��o


+N�B.I� 9cbed6fhgi9 1 0243 , j 5 2 J ,l 0 m � o9p;�C 5 2 Cq;
ES-mutation is carried out by adding a normally distributed
random value to the current parent, a more local search can
be realised (we omitted the recombination operator from
this analysis). In genetic algorithms with binary encoding
the main search operator is crossover. By exchanging parts
of the chromosomes between several parents, new offspring
are generated. It is intuitive that the resulting offspring dis-
tribution and therefore, the dynamics will be very different
from the one generated by ES-mutation.


We show two typical snapshots of the different dynamics
on test function SCH1 (20 dimensions) in Figure 1 and 2. In
Table 2, the parameters are shown.
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(a) Generation 25 (b) Generation 200


Figure 1: Snapshot of the distribution of parents (circles)
and offspring (dots) at generation 25 and 200 using real-
valued representation and ES-mutation.
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Figure 2: Snapshot of the distribution of parents (circles)
and offspring (dots) at generation 25 and 200 using binary
encoding and crossover


Table 2: Parameters for investigating different dynamics.
Figure 1 Representation Real-valued representation


Population size 100
Mutation ES-mutation


See Section 3.3
Self-adaptation Also see Section 3.3
Recombination Not used
Initial step size


� �������
Lower step size


��� �	��
��� � 2 �
Selection Crowded tournament


selection by Deb [Deb02]
Figure 2 Representation Binary encoding


Population size 100
Bits per one 20
design parameter
Mutation Bit flip
Mutation Rate 0.01
Crossover One-point crossover
Crossover Rate 0.9
Coding Gray coding
Selection Crowded tournament


selection by Deb [Deb02]


In general in the early generations (exploration phase),
the distribution should be wider. Following this argument,
the distribution of offsprings in Figure 2 is better. How-
ever, in later generations (exploitation phase), the distribu-
tion should be concentrated near the Pareto front. In this
case, the distribution of offsprings in Figure 1 seems to be
better.


Our basic idea is to exploit both dynamics. Using the bi-
nary representation we want to realize a wider distribution
of offsprings in the early stage and using the real-valued
representation with ES-mutation we favour a concentrated
distribution of offsprings in the later stage to facilitate effi-
cient local search.


3.2 Hybrid Representation


In the hybrid representation, each individual has two chro-
mosomes. One is the binary representation and the other
is the real-valued representation of the design parameters.


Additionally, each individual has one special chromosome
with two alleles that indicate which representation is to be
used, i.e. allele B specifies the binary representation (and
respective operators) and R the real-valued representation
(and ES-mutation).


The hybrid representation is shown in Figure 3. Since
both parameter chromosomes have the same value the en-
coding is redundant and synchronisation is necessary. Note
that for each individual either the binary or the real-valued
representation is used while the other representation is only
updated. Although the analogy with dominant and recessive
alleles in biological systems can be seen, it is not entirely
correct. In our system the value of the design parameter is
always identical (thus the alleles are always the same), it
is the representation of the parameters that changes, which
would be like changing the genetic composition of the allele
without changing its actual value.


1111010001101


B or R


Switching Chromosome 0


2.34567 3.456781.23456


1 10000 11 11001


Chromosome for Binary Representation


Chromosome for Real−Valued Representation


Figure 3: The hybrid representation using three chromo-
somes.


To make sure that the binary and the real-valued chrom-
somes always encode the same parameter value they have
to be synchronised:


� If the switching chromosome reads B, the data in the
binary representation are copied to the real-valued
representation.


� If the switching chromosome reads R, the data in the
real-valued representation are copied to the binary
representation. If the value in the real-valued repre-
sentation is out of the encoding range, the value is set
to the nearest boundary.


In step 2, a discretisation error will occur. Furthermore, the
values which are out of the encoding range are shifted. On
some test functions, this discretisation error and the shifting
shows significant influence. Both are very important when
we compare the performance of the real-valued representa-
tion and the binary representation. We will discuss this topic
in more detail in Section 5.


3.3 Genetic Operators


Associated with the binary representation are the one-point
crossover and GA-type mutation, i.e. flipping bits with
probability ��� . The crossover operator relies on a suffi-
cient number of parents to act upon, therefore we apply
the crossover operator to the whole population irrespective
whether the first chromosome indicates B or R. Therefore,







parents with the value R in their switching chromosome also
join the crossover operation, see Figure 4. GA-mutation is
only applied to individuals with active binary encoding, i.e.
with the allele B in their switching chromosome.
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Figure 4: Crossover in the hybrid representation. Even par-
ents with allele R take part in the crossover operation.


ES-mutation is applied to individuals with active real-
valued representation, thus with the allele R in the switching
chromosome. Furthermore, following the concept of muta-
tive self-adaptation, the standard deviations of the normal
distribution, which are called step-sizes or strategy parame-
ters, are also mutated (dimension  ):


��������� ! ���	����
 � ���������������������������������� ! �! #"$"#"�   (1)


where � and ��� are % � '  N� � distributed random values and
the parameters, � and � � have the standard values


� ! �
& #-  ��� ! �


' # &  " (2)


However, the problem with the self-adaptation is that in the
case when the active encoding is the binary one, the param-
eter value is changed without any changes in the strategy
parameter. If at a later stage the representation is switched
(back) to the real-valued one, the setting of strategy param-
eters is likely to be inappropriate.


Although this problem cannot be fully solved, we use the
following approximate method to adapt the strategy param-
eters even during binary representation based search. If an
offspring is generated by the crossover operator, we mea-
sure its distance to the parent and directly use this distance
to adjust the strategy parameters �(� along each coordinate
axis, see Figure 5. Since the strategy parameters tend to
converge to small values rather quickly the overestimation
of the size that might occur using the above outlined method
is not harmful to the overall search process.
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Parent


Offspring


Figure 5: Self-adaptation of the strategy parameters of ES-
mutation during the search process with active binary rep-
resentation.


3.4 Switching Representations


We initialise the switching chromosome of the population
with equal probabilities for the alleles B and R, i.e. on av-
erage half of the individuals will start with an active binary
representation and half with an active real-valued represen-
tation.


During the optimisation the offspring inherits the switch-
ing chromosome with equal probability from either of its
parents. In addition, the chromosome is mutated or flipped
(from B to R and R to B) with a probability (� �*) +-, ! ' " ' � )
In order to avoid extinction of any of the alleles, at least
5% of the whole population is forced into having an active
binary or real-valued representation.


4 Results


On the five test functions, we run optimisations with the bi-
nary representation, with the real-valued representation, and
with the hybrid representation. Table 3 shows the parameter
settings.


Table 3: Parameters used in the experiments.


Population Size 100
Generations 500
Crossover Points 1
Crossover Rate 0.9
Mutation Rate (Binary) 0.01
Bits per one design parameter 20
Coding Gray coding
Initial Step Size [0, 1] for SCH1, FON2


[0, 0.01] for ZDT1, 2, 3
Lower Step Size 0.004 .0/ 1 � /


As the selection operator, we use the crowded tourna-
ment selection proposed by Deb [Deb02]. The following







steps are carried out: (1) sort offspring by their rank, (2) sort
offspring by the crowded distance within the same rank, and
(3) select the best offspring deterministically.


The obtained solution sets are shown in the appendix.
Using the six performance indices (PIs) outlined in Section
2, we determine the rank of each algorithm. The parameters
of all PIs are shown in Table 6 in the appendix and the ranks
for each PI are shown in the appendix as the median over 30
runs.


The overall rank, i.e. the average over the six perfor-
mance indices (which are the median over 30 runs), is
shown in Table 4 for each algorithm for each test functions
and for each of the three different dimensions (2, 20, 50).
The raw ranks can be seen in Table 7 in the appendix.


Table 4: Averaged ranks for each test function.
Function Binary Real-Valued Hybrid


SCH1  "!$# 2.67 1.67 1.67
SCH1  "!$#*' 2.33 1.50 1.83
SCH1  "!$)*' 2.67 1.83 1.00


ZDT1  "!$# 2.33 2.00 1.50
ZDT1  "!$#*' 2.00 2.67 1.33
ZDT1  "!$)*' 2.00 2.50 1.33


ZDT2  "!$# 2.33 2.00 1.50
ZDT2  "!$#*' 2.17 2.50 1.17
ZDT2  "!$)*' 2.00 2.67 1.17


ZDT3  "!$# 2.33 2.00 1.50
ZDT3  "!$#*' 2.00 2.67 1.33
ZDT3  "!$)*' 1.83 2.67 1.33


FON2  "! # 2.83 1.50 1.67
FON2  "! #*' 2.50 1.33 2.00
FON2  "! )*' 1.33 2.17 1.83


First, we compare the binary representation and the
real-valued representation. The real-valued representation
shows good performance on SCH1, FON2 (except  E!&)*' )
test functions and for all low dimensional cases, i.e., ZDT1
(  ! # ), ZDT2 (  ! # ) and ZDT3 (  ! # ). On the
other hand, the binary representation shows good perfor-
mance on the high dimensional cases of ZDT1, ZDT2 and
ZDT3 (  "!$#*'  )*' ) and on FON2 (  %!&)(' ). Apparently, we
can classify the five test functions into two classes. The first
class is the group of SCH1 and FON2, and the second one
is the group of ZDT1, ZDT2 and ZDT3. We will discuss the
characteristics of the two classes in the next section.


Second, we compare the hybrid representation with both
other representations. The averaged ranks are less than or
equal to 2. Compared to the binary and the real-valued rep-
resentations, the high performance of the hybrid represen-
tation is very stable, i.e., it is the best or close to the best
algorithm for all test cases. The history of the active repre-


sentation during the optimisation is shown in Figure 6. In
order to minimise the stochastic influence as well as the ge-
netic drift on finite populations when there is little selective
pressure, we show the average of 30 runs.
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(a) SCH1 (02 D) (b) SCH1 (20 D) (c) SCH1 (50 D)
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(d) ZDT1 (02 D) (e) ZDT1 (20 D) (f) ZDT1 (50 D)
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(g) ZDT2 (02 D) (h) ZDT2 (20 D) (i) ZDT2 (50 D)
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(j) ZDT3 (02 D) (k) ZDT3 (20 D) (l) ZDT3 (50 D)
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Figure 6: The history of the allele of the switching chromo-
some. The average of 30 runs are shown. The x-axis labels
the generations and the y-axis the number of individuals in
the population with binary representation (solid line) and
with real-valued representation (dotted line).


The results for 2 dimensions show the clear tendency that
the real-valued representation is better than the binary rep-
resentation. This tendency is in good agreement with the
better performance of the real-valued representation in these
cases.


For the 20 dimensional cases, the binary representation
is selected in the early generations but the real-valued rep-
resentation is selected in the later generations. Although we
did not encourage this behaviour, it corresponds to our ini-
tial motivation outlined in Section 3.


In the 50 dimensional cases, the binary representation
is also selected in the early generation and the real-valued







representation in the late generation. However, the tendency
in FON2 (  <!&)(' ) is not so clear.


5 Discussions


5.1 Self-adaptation in the Binary Representation


In order to realise strategy parameter adaptation with the
hybrid representation, we proposed self-adaptation in the
framework of the binary representation in Section 3.3. To
see whether this self-adaptation works or not, we fix the
switching chromosome to B for all generations and record
the history of step sizes in the chromosomes, which is
shown in Figure 7 for the ZDT1 (  �! )*' ) test function.
The plot shows all 50 strategy parameters averaged over 30
runs. It is evident that a “typical” convergence behaviour of
the step sizes is realized.
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Figure 7: The history of step sizes on ZDT1 (  E!&)*' ). The
switching chromosome is fixed to B. The average values of
30 runs are shown.


5.2 Characteristic of Test Functions


As explained before, the binary representation seems to be
particularly suitable for the higher dimensional cases of
ZDT1, ZDT2, ZDT3 and FON2. On the other hand, the
real-valued representation is suitable for the low dimen-
sional cases and for the test functions SCH1 and FON2 (ex-
cept 50 dimensions). In previous sections we proposed to
group the test functions into two classes and observe their
characteristics. If we analyse the Pareto fronts in parameter
space, we get the following equations:


SCH1, FON2


1 � ! 1���! " " " ! 1��' " ' � 1 � � # " ' for SCH1
 ��� &  � 1 � � ��� &  for FON2 (3)


ZDT1, ZDT2, ZDT3


' � 1 � � �
1 � ! ' ��� ! #  #" " "   � " (4)


Apparently, SCH1 and FON2 have solutions which do not
lie on a boundary, whereas the solutions for ZDT1, ZDT2
and ZDT3 all lie on a boundary.


For uniformly distributed parents in � '  N�
	 , we calculate
the distribution of offsprings theoretically for the binary
and the real-valued representation with crossover and ES-
mutation, respectively. The results are shown in Figure 8.
We note that the distribution of the binary representation is
shown by the respective probabilities whereas for the real-
valued representation the probability density function (pdf)
is shown.


−1 −0.5 0 0.5 1 1.5 2
0.0


0.2


0.4


0.6


0.8


1.0


1.2


σ
=0.50


σ


=1.00


=0.01


σ
σ =0.10


ϕ(x)


x 0.
00


00


1.
00


00


    bitsl


X


1 2l


prob.


(a) Real-valued Representation (b) Binary Representation


Figure 8: The offspring distribution under the assumption
of uniformly distributed parents.


The distribution of the offspring is very different. The
distribution of the binary representation is still uniform but
the distribution of the real-valued representation is not uni-
form. The probability at the centre is higher than at the
boundaries. We may expect that the relation between the
shape of the offspring distribution and the nature of the
Pareto front in parameter space explains why some repre-
sentations are more suitable for a particular problem class.
However, further research is necessary to be able to draw
some grounded conclusions.


5.3 On the Comparison of Binary and Real-valued Rep-
resentations


In this paper, we compare binary, real-valued and hybrid
representations. However, the real-valued representation
apparently has disadvantages caused by the search space.
The binary representation can search only discrete points
within in the coding range. By setting the number of bits
and the coding range, we restrict the search space. If the
restricted search space includes the optimal solutions, the
binary representation has a strong priori advantage. On the
other hand, the real-valued representation is able to search
the continuous space without any limitations. If the optimal
solutions are not in the coding range for the binary repre-
sentation, they cannot be identified.


Furthermore, for a fair comparison we have to take the
previously mentioned discretisation error into account. In
order to do this, we add the discretisation error in the real-
valued representation. After ES-mutation, we convert the







real-valued representation to the binary representation and
back. This way, we artificially discretise and restrict the
search space also for the real-valued representation. The
results are shown in Table 5. The results with conversion
are denoted as real-valued (E).


Table 5: Averaged ranks on each test function.
Function Binary Real-Valued (E) Hybrid


SCH1  "!&# 2.67 1.33 2.00
SCH1  "!&#(' 2.33 1.83 1.67
SCH1  "!&)(' 2.67 1.50 1.17


ZDT1  "!&# 2.50 1.67 1.33
ZDT1  "!&#(' 2.67 1.67 1.67
ZDT1  "!&)(' 2.33 1.50 1.50


ZDT2  "!&# 2.50 1.67 1.33
ZDT2  "!&#(' 3.00 1.67 1.33
ZDT2  "!&)(' 2.67 1.50 1.33


ZDT3  "!&# 2.50 1.67 1.33
ZDT3  "!&#(' 2.67 2.00 1.33
ZDT3  "!&)(' 2.33 1.83 1.33


FON2  "!&# 2.83 1.33 1.67
FON2  "!&#(' 2.67 1.50 1.83
FON2  "!&)(' 1.33 2.17 1.83


The performance of the binary representation is the
worst except for FON2 (  "!$)*' ). In all other cases the real-
valued representation with conversion is better. The hybrid
representation still exhibits stable superior performance.


6 Conclusion


In this paper, we suggested and analysed a hybrid represen-
tation consisting of a binary representation and a real-valued
representation of which only one is active in each individual
in each generation. We tested the hybrid representation on
five different functions for different problem space dimen-
sions and measured the performance averaged over six dif-
ferent performance indices for multi-objective optimisation.
First of all the pragmatic observation can be made that the
hybrid representation exhibits stable superior performance
compared to the other two encodings. There are different
reasons. Our initial motivation for the hybrid representation
was the observation of different dynamics both theoretically
as well as empirically for different encodings. Our intuitive
idea to combine a wider search at early generations (binary
representation) with a more restricted search at later genera-
tions (real-valued representation) was confirmed by the em-
pirical results of the adaptation of the representation shown
in Figure 6. At the same time, the discussion in the previ-
ous section shows, that the comparison has to be made with
great care, because the discretisation error combined with


specific properties of test functions can produce unexpected
effects.
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Appendix


Table 6: Parameter settings for PIs.
Pareto Solution Set for � 500 solutions
Ref. Solution Set for


� ���
100 solutions
(5.0, 5.0) for SCH1


Origin for � (1.1, 6.0) for ZDT1, 2, 3
(1.1, 1.1) for FON2
0.03250 for SCH1
0.00741 for ZDT1


Niche Radius for ��� 0.00746 for ZDT2
0.00920 for ZDT3
0.00712 for FON2
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Figure 9: Obtained solutions of hybrid representation (connected
by a line). Dotted curve shows the boundary of a feasible region.


Table 7: Values of each PI and its ranks.
Function PIs Binary Real-valued Hybrid� 0.00634 (3) 0.00518 (2) 0.00501 (1)


H 22.23611 (3) 22.24827 (1) 22.24624 (2)
SCH1 �
	 0.03096 (3) 0.02411 (1) 0.02736 (2)�� � � � 96.65625 (3) 99.75758 (1) 99.64646 (2)��� 5.65681 (1) 5.65538 (3) 5.65677 (2)� U �


0.31050 (3) 0.37850 (2) 0.38800 (1)� 0.03063 (3) 0.02869 (2) 0.02826 (1)
H 21.71881 (3) 22.09109 (1) 22.08920 (2)


SCH1 � 	 0.01454 (1) 0.02035 (2) 0.02057 (3)��� ��� � � 99.60606 (3) 99.81818 (1) 99.81818 (1)��� 4.18587 (3) 5.53540 (1) 5.53528 (2)� U �
0.02550 (1) 0.00550 (2) 0.00550 (2)� 0.17028 (3) 0.10788 (2) 0.08434 (1)


H 19.79970 (3) 21.20691 (2) 21.53302 (1)
SCH1 � 	 0.02421 (3) 0.01830 (2) 0.01747 (1)����� � � � 94.98114 (3) 99.63636 (2) 99.69697 (1)� � 3.16285 (3) 4.57630 (2) 4.64827 (1)� U �


0.00000 (1) 0.00000 (1) 0.00000 (1)� 0.00086 (2) 0.00260 (3) 0.00073 (1)
H 6.25978 (2) 6.25838 (3) 6.26041 (1)


ZDT1 �
	 0.00768 (3) 0.00446 (1) 0.00694 (2)�� � � � 95.55789 (3) 99.86869 (1) 97.69072 (2)��� 1.41421 (2) 1.42385 (1) 1.41421 (2)� U �
0.40425 (2) 0.26850 (3) 0.45000 (1)� 0.02045 (2) 0.09802 (3) 0.00316 (1)


H 6.23059 (2) 6.16139 (3) 6.25683 (1)
ZDT1 �
	 0.00540 (2) 0.02677 (3) 0.00475 (1)��� ��� � � 99.79798 (2) 99.76768 (3) 99.83838 (1)� � 1.42885 (2) 2.60957 (1) 1.41421 (3)� U �


0.00050 (2) 0.00000 (3) 0.19500 (1)� 0.20261 (2) 0.45355 (3) 0.01380 (1)
H 5.96233 (2) 5.69041 (3) 6.24074 (1)


ZDT1 � 	 0.01811 (2) 0.02841 (3) 0.00440 (1)����� � � � 56.78571 (3) 64.73438 (2) 99.89899 (1)��� 1.55948 (2) 2.16096 (1) 1.42316 (3)� U �
0.00050 (1) 0.00000 (3) 0.00050 (1)� 0.00084 (2) 0.00349 (3) 0.00073 (1)


H 5.92639 (2) 5.92492 (3) 5.92715 (1)
ZDT2 �
	 0.00723 (3) 0.00460 (1) 0.00618 (2)�� � � � 95.60000 (3) 99.85859 (1) 97.69072 (2)� � 1.41421 (2) 1.45740 (1) 1.41421 (2)� U �


0.39425 (2) 0.25100 (3) 0.43350 (1)� 0.03158 (2) 0.19359 (3) 0.00286 (1)
H 5.87376 (2) 5.56479 (3) 5.92440 (1)


ZDT2 �
	 0.00879 (2) 0.05428 (3) 0.00470 (1)��� ��� � � 98.56122 (2) 37.29569 (3) 99.81818 (1)��� 1.38486 (3) 1.96969 (1) 1.41421 (2)� U �
0.00050 (2) 0.00050 (2) 0.20350 (1)� 0.33881 (2) 0.85850 (3) 0.01812 (1)


H 5.41134 (2) 4.81161 (3) 5.89924 (1)
ZDT2 � 	 0.03257 (2) 0.08650 (3) 0.00454 (1)����� � � � 29.62069 (2) 13.26923 (3) 99.87879 (1)��� 1.24585 (3) 1.51194 (1) 1.40644 (2)� U �


0.00050 (1) 0.00000 (3) 0.00050 (1)� 0.00101 (2) 0.00158 (3) 0.00099 (1)
H 6.71830 (2) 6.71731 (3) 6.71884 (1)


ZDT3 � 	 0.01747 (3) 0.01213 (1) 0.01429 (2)�� � � � 93.53763 (3) 99.82828 (1) 97.70103 (2)� � 1.96735 (2) 1.97834 (1) 1.96735 (2)� U �
0.49350 (2) 0.21450 (3) 0.55000 (1)� 0.00836 (2) 0.07717 (3) 0.00201 (1)


H 6.67847 (2) 6.50971 (3) 6.71407 (1)
ZDT3 �
	 0.01332 (2) 0.02881 (3) 0.01249 (1)��� ��� � � 99.75758 (2) 96.80681 (3) 99.76768 (1)��� 1.99387 (2) 2.63274 (1) 1.96463 (3)� U �


0.00050 (2) 0.00000 (3) 0.12350 (1)� 0.14768 (2) 0.49430 (3) 0.00987 (1)
H 6.36853 (2) 5.73561 (3) 6.66769 (1)


ZDT3 �
	 0.02525 (2) 0.05105 (3) 0.01306 (1)����� � � � 71.52113 (2) 55.05926 (3) 99.77778 (1)� � 2.16544 (2) 2.70820 (1) 1.94844 (3)� U �
0.00050 (1) 0.00000 (3) 0.00050 (1)� 0.00170 (3) 0.00133 (1) 0.00139 (2)


H 0.54443 (3) 0.54550 (1) 0.54545 (2)
FON2 � 	 0.00628 (3) 0.00526 (2) 0.00523 (1)�� � � � 97.67010 (3) 99.79798 (1) 99.77778 (2)��� 1.38831 (2) 1.38830 (3) 1.38832 (1)� U �


0.28450 (3) 0.35850 (1) 0.34050 (2)� 0.01394 (2) 0.00910 (1) 0.00941 (2)
H 0.47350 (3) 0.52711 (1) 0.52546 (2)


FON2 �
	 0.00285 (1) 0.00406 (3) 0.00395 (2)��� ��� � � 99.77778 (3) 99.89899 (1) 99.86869 (2)� � 1.04803 (3) 1.33726 (1) 1.32772 (2)� U �
0.00000 (3) 0.00450 (1) 0.00400 (2)� 0.32914 (1) 0.52026 (3) 0.49959 (2)


H 0.09924 (1) 0.01000 (3) 0.01520 (2)
FON2 �
	 0.01223 (3) 0.00000 (1) 0.00236 (2)����� � � � 14.21429 (1) 0.00000 (2) 0.00000 (2)��� 0.31290 (1) 0.00000 (3) 0.02348 (2)� U �


0.00000 (1) 0.00000 (1) 0.00000 (1)






