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Abstract 
 

Although usage of genetic algorithms (GAs) has 
become widespread, the theoretical work from the 
genetic and evolutionary computation (GEC) field 
has been largely ignored by practitioners in real-
world applications. This paper provides an overview 
of a three-step method for utilizing GEC theory to 
ensure robust search and avoid the common pitfalls 
in GA applications. Additionally, this study presents 
a niching-based elitist enhancement of the Non-
dominated Sorted Genetic Algorithm (NSGA) and 
tests its performance in identifying the Pareto 
frontier for a groundwater monitoring application. 
The Elitist NSGA nearly replicated the true front, 
finding representative solutions along the entire 
trade off between cost and estimation error. 

1 INTRODUCTION 
The major goal of this study is to present a new niching-
based elitist enhancement of the NSGA.  Additionally, an 
extension of the genetic algorithm design methodology 
presented by Reed et al. (2000b) is demonstrated on a 
multiobjective long-term groundwater monitoring 
application. 

1.1 PREVIOUS WORK 

Evolution-based multiobjective optimization (EMO) 
methods have garnered increased attention since the 
seminal work presented in Schaffer (1984) (for reviews 
see Fonseca & Fleming 1995, Coello 1999, Van 
Veldhuizen 1999). Cieniawski (1993) is one of the 
earliest studies in the water resources field to utilize EMO 
methods.  The study is an empirical comparison of the 
performance of VEGA relative to niching-based 
techniques from Goldberg & Richardson (1987) for 
identifying a monitoring network to detect potential 
contaminant leaks from a hazardous waste landfill.   
Cieniawski (1993) and Cieniawski et al. (1995) clearly 
espouse the efficiency of EMO methods in quantifying 

tradeoffs between maximizing a groundwater-monitoring 
network’s reliability in detecting contaminants and 
minimizing the costs associated with remediating the 
contaminated aquifer at the time of first detection.  A 
common criticism of EMO methods is that the methods 
often fail to find Pareto optimal solutions along the full 
extent of the Pareto frontier (Coello 1999, Van 
Veldhuizen 1999, Zitzler et al. 2000).  The elitist 
enhancement developed in this work is intended to 
address this issue.  

This study focuses on the Nondominated Sorted Genetic 
Algorithm (NSGA) because Zitzler et al. (2000) showed 
that the NSGA performed as well or better than a 
representative sampling of EMO methods on a suite of 
test problems with properties similar to our application. 

1.2 APPLICATION 

The monitoring application uses data drawn from a 38 
million-node flow-and-transport simulation performed by 
Maxwell et al. (2000).  The simulation provided realistic 
historical data for the migration of a plume of 
perchloroethylene (PCE) in groundwater. PCE is a 
commonly used industrial solvent that can potentially 
cause cancer in exposed individuals. Data were provided 
for a total of 50 hypothetical sampling locations within 
the 20-well multi-level monitoring network. The data 
represent a snapshot in time, 10 years after an 
underground storage tank has continuously released 
contamination into the site’s groundwater. The site is 
assumed to be undergoing long-term monitoring, in which 
groundwater samples are used to assess the effectiveness 
of clean up efforts in reducing the amount of PCE in the 
subsurface. 
 

During this long-term monitoring phase of a remediation, 
sampling and laboratory analysis can be a controlling 
factor in the costs of remediating a site. Quarterly 
sampling of the entire network described above has a 
potential cost of over $70,000 annually for PCE testing 
alone, which could translate into millions of dollars if the 



site had a typical life span of 20 to 30 years. The 
significance of these costs has motivated the development 
of several approaches for reducing the fiscal burden posed 
by long term monitoring by identifying redundant wells in 
groundwater monitoring networks that can be omitted 
from future sampling periods (Cameron & Hunter 2000, 
Aziz et al. 2000, Reed et al. 2000a, Rizzo & Dougherty 
2000). These methods define sampling points to be 
redundant when they minimally affect interpolated 
concentration estimates (called plume estimates).  They 
employ a variety of single objective optimization 
techniques ranging from a simple genetic algorithm to 
trial-and-error heuristics. The objective of these methods 
is to minimize sampling costs while incorporating 
performance objectives associated with plume estimates 
as constraints. The management model presented in this 
work builds on these previous methods by introducing a 
sampling design methodology that explicitly and 
efficiently identifies the tradeoffs encountered when 
reducing monitoring costs. 

2 MANAGEMENT MODEL  
To identify which wells are redundant, this study employs 
a multiobjective approach with the intention of attaining 
the best-interpolated picture of the PCE plume for the 
least cost.  Equation (1) gives the multiobjective problem 
formulation for quantifying the tradeoff between sampling 
costs and maintenance of a high quality interpolated 
picture of the plume. 
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F( κx ) is a vector valued fitness function whose 

components [f1( κx ), f2( κx )] represent the cost and 
squared relative estimation error (SREE), respectively, for 
theκ th monitoring scheme κx taken from the collection 

of all possible sampling designs Ω .  Equation (2) defines 
the binary decision variables representing the κ th 
monitoring scheme. 
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If the ith well is sampled it is assumed that all available 
locations along the vertical axis of that well will be 

sampled at a cost of )(iCS . )(iCS  ranged from $365 to 

$1095 for 1 to 3 samples analyzed for PCE solely (Rast 

1997).  Sampling all available levels within each well 
reduces the size of Ω  from 250 to 220 where 50 and 20 
represent the total number of sampling locations and 
monitoring wells (nwell), respectively.  Reducing the size 
of Ω  enabled the entire decision space of this application 
to be enumerated. Enumeration was employed to identify 
the true Pareto frontier so that the performance of the 
NSGA could be rigorously tested. 

The SREE provides a measure of how the interpolated 
picture of the plume using data only from wells included 
in theκ th sampling plan compares to the result attained 
using data from all available sampling locations.  The 
measure is computed by summing the squared deviations 
between the PCE concentration estimates using data from 
all available sampling locations, )(*

jall uc , and the 

estimates based on theκ th sampling plan )( jest ucκ  at each 

location ju  in the interpolation domain. Each ju  

specifies the coordinates for the jth grid point in the 
interpolation domain.  The interpolation domain consisted 
of a total of 3300 grid points (nest in equation (1)). The 
PCE estimates used in the calculation of the SREE for 
each of the sampling designs were attained using a 
nonlinear spatial interpolation fitness function. 

3 EFFICIENT DESIGN FOR SEARCH & 
OPTIMIZATION 

The NSGA uses nondomination ranking and niching to 
evolve the Pareto set (for details see Srinivas & Deb 
1995).  One of the difficulties in applying EMO methods 
is identifying parameter settings that ensure 
comprehensive navigation of the decision space and 
adequate coverage of the Pareto frontier (Van Veldhuizen 
& Lamont 2000, Cieniawski 1993). Most practitioners use 
trial-and-error runs to identify the best parameter settings, 
but this approach is quite time consuming, particularly for 
applications with computationally intensive fitness 
functions. 

Reed et al. (2000b) present a 3-step methodology for the  
design of simple genetic algorithms that accounts for 
population sizing, selection pressure, and the influence of 
crossover and mutation on real-world computationally 
intensive applications.  The methodology assumes that 
computationally intensive fitness functions for real-world 
applications preclude identifying parameter settings for a 
distribution of  initial random number seeds and instead 
focuses on finding optimal parameter settings for a single 
random number seed.  The following sections summarize 
an extension of their methodology to the NSGA. 

3.1 STEP 1: PRELIMINARY PROBLEM 
ANALYSIS 

The initial step in the methodology consists of 
preliminary problem analysis to determine a range of 
potential population sizes and the computational 



complexity associated with  solving the application as it is 
currently formulated.  In this study, relationships from 
Mahfoud (1995) were used to attain six population size 
estimates ranging from 370 to 870.  This population size 
range was used in combination with convergence rate 
relationships (Thierens et al. 1998, Thierens & Goldberg 
1994) for stochastic remainder selection as recommended 
by Srinivas & Deb (1995) to attain estimates of the total 
number of function evaluations required for this 
application.  Using these relationships, the total required 
run length was estimated to be approximately 40 
generations, yielding a range of potential run times 
between 10 and 25 minutes.  The next step in the method 
uses relationships from literature and trial runs to set the 
input parameters for the NSGA. 

3.2 STEP 2: PARAMETER SELECTION 

Step 1 provided a range of population sizes and an 
estimate of run length.  The remaining input parameters 
for the NSGA must be specified in the second step.  The 
population sizing relationships presented by Mahfoud 
(1995) directly account for the potential disruptive effects 
of crossover and require the specification of the 
probability of crossover Pc.  Comprehensive reviews of 
the EMO literature (Fonseca & Fleming 1995, Coello 
1999, Van Veldhuizen 1999) showed that a majority of 
applications specify Pc to fall witin the range [0.6, 0.9].  
For this application, the lower bound of this range was 
used to reduce population size estimates.  The population 
sizing relationships assumed that mutation is minimally 
disruptive.  This assumption was enforced by setting the 
probability of mutation Pm equal to the inverse of the 
population size, which is the relationship recommended 
by DeJong (1975). 

The NSGA requires additional specification of the 
parameters controlling fitness sharing in phenotypic 
space.  The relationships presented by Deb & Goldberg 
(1989) were used to size the niche radius shareσ .  For this 
application shareσ  was set equal to 1.9.  

3.3 STEP 3: ELITISM & DRIFT ANALYSIS 

Step 3 introduces an elitist enhancement to the NSGA and 
uses limited trial runs to specify an optimal population 
size. Zitzler et al. (2000) showed that elitism and 
population sizing are the primary factors controlling the 
performance of the NSGA.  The importance of elitism and 
population sizing in the performance of the NSGA relates 
directly to the selection pressure that nondominated 
individuals experience as the algorithm evolves the Pareto 
optimal set.  Genetic drift (non-optimal convergence due 
to crossover and mutation solely) is prevented in this 
methodology by introducing a niching-based elitist 
enhancement to the NSGA and using trial runs to identify 
sufficiently large population sizes. 

3.3.1 Seeking the king of the niche 

Elitist operators provide a means of ensuring that the best 
individuals are identified and allowed to pass their traits 
to latter generations.  Unlike elitist sGA applications, 
EMO methods cannot simply pass a single individual with 
the current best fitness function value into the next 
generation.  Multiobjective optimization requires that 
some fraction of the solutions along the current 
nondominated front be passed on to the next generation. 
A variety of elitist strategies have been used previously, 
usually consisting of maintenance of a population of 
nondominated solutions outside of the normal operators 
of the given EMO method being employed (for more 
details see Ishibuchi & Murata 1996, Bäck 1996, Parks & 
Miller 1998, Zitzler & Thiele 1999).  Zitzler et al. (2000) 
state the primary question practitioners must answer when 
using elitist strategies as: “When and how are which 
members of the elite set re-inserted into the population?”  
 
The elitist strategy employed in this study was designed 
to use previously derived niching relationships to answer 
this question while maximizing the performance of the 
NSGA.  In an elitist sGA, the best member in the 
population at generation t, if not present in the new 
population resulting from selection, crossover, and 
mutation at generation (t+1), randomly replaces one 
member of the population.  For the NSGA, sharing 
provides niches that represent stable subpopulations that 
search for nondominated solutions in subspaces of Ω .  
Conceptually, the elitist strategy proposed in this study is 
very similar to the sGA, in that the current best individual 
in a given niche at generation t, if not present in 
generation (t+1), is inserted into that subpopulation, 
ensuring that its traits are available for subsequent search 
for the Pareto front. 
 

This strategy was implemented by defining eliteσ  or the 

elite radius, which is a parameter that allows the user to 
easily manipulate the amount of elitism.  The elite radius 
defines the distance beyond which members of the current 
nondominated set are considered independent from one 
another.  Only independent members of the nondominated 
set are considered for insertion in the next generation.  

For this application, shareelite σσ ≈  which means that 

only one representative of each niche in the current 
nondominated set is considered for elitist reproduction 
into the next generation.  The elitist solutions were 
selected in the four steps shown below from the 
nondominated set (or first front) at each generation t. 
 
Step 1:  Randomly select an objective fβ for β equal 1 to 
nobj (the number of objectives) 
Step 2:  Flip a coin to determine whether to start with 
either the member in the current nondominated set with 



the maximum value of fβ or the member with the 
minimum value. 
Step 3:  Identify the next point in the nondominated set 
that satisfies the following conditions:  

(1) Is a distance greater than eliteσ  from the 
current solution 

(2) Is the closest member of the nondominated 
set to the current position  

If none exist, then elitist reproduction is ceased 
or not performed at all. 

Step 4:  Repeat Step 3 until elitist reproduction is ceased. 
 
This approach identifies a niched elitist set by 
systematically stepping through the current nondominated 
front from one end to the other. After the elitist set of 
solutions is selected using the above steps, those members 
who are not represented in generation (t+1) randomly 
replace individuals.  Setting the elite radius equal to the 
niche radius worked well for this application, but the elite 
radius parameter allows the practitioner to directly 
manipulate the elitist selection pressure for other 
applications if this rule-of-thumb does not work as 
effectively.   

3.3.2 Trial runs to determine population size 

The final selection of a population size was completed by 
performing  trial runs for each of the 6 estimates attained 
in the preliminary problem analysis of step 1.  For this 
study, a total of 12 trial runs were completed to allow the 
selection of an optimal population size for both the NSGA 
and the Elitist NSGA.  Results from these trial runs 
identified population sizes equal to 830 and 760 for the 
NSGA and the Elitist NSGA, respectively.  The 
performance of both forms of the algorithm on the 
monitoring application are presented and discussed in 
section 4. 

3.3.3 Relative scoring metric (RSM) 

Equation (3) defines the deviation between the ηth 
member of the enumerated Pareto optimal set and the φth 

member of the current nondominated set in generation t to 
be equal to the absolute difference of their SREE values 
( ))(()( tSREExSREEtrue φη −  shown below) if the 

designs have the same cost.  If a cost level present in the 
Pareto optimal set is not represented in the nondominated 
set at generation t then equation (3) assumes a maximum 
deviation of one.  The RSM was used to monitor the 
performance of the NSGA in order to evaluate the 
effectiveness of the guidelines presented in this section 
for a realistic application. 
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4 RESULTS & DISCUSSION 
Figures 1 and 2 show the performance of both the NSGA 
and the Elitist NSGA.  The open circles show the offline 
performance of each form of the algorithm relative to the 
true Pareto front attained from enumeration of the 
problem’s decis ion space.  Recall that the population sizes 
used in these  runs are 830 and 760 for the NSGA and the 
Elitist NSGA, respectively.  Also, the offline results 
shown below were attained after 40 generations, which 
represents the recommended run time found in step 1. 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: NSGA results without elitism. 
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Figure 2: NSGA results with elitism. 

 

Figures 1 and 2 show that the niching-based elitist 
strategy presented in section 3 significantly improved the 
NSGA’s performance.  The Elitist NSGA solution very 
closely follows the true front, finding representative 
solutions along the entire trade off between cost and 
estimation error.  Figure 1 shows significant gaps in the 
extremes of both objectives, which reflect the loss of 
niches due to deficient selective pressures.  The niching-
based elitist strategy effectively rescaled the system, 
increasing selection pressure along the entire extent of the 
Pareto front and reducing the loss of these niches. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: NSGA performance as a function of niching and 
elitism. 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: NSGA performance as a function of population 
size and elitism. 

 

Figures 3 and 4 show the NSGA’s performance as a 
function of elitism, niching, and population sizing.  The 
figures were attained from over 150 trial runs performed 
for the full range of possible values that the niche radius 
and elite radius can be assigned as well as the 6 
population sizes identified in step 1 of the GA design 

methodology. Figure 3 shows the NSGA’s performance 
for cases ranging from when the whole population is 
considered a single species (niche radius = 5) to when 
each individual is the only member of its niche (niche 
radius = 0).  Additionally, the plot shows the range of 
performance that results from the absence of elitis t 
reproduction (elite radius = 5) to the case when the entire 
nondominated front is placed in the elitist set (elite radius 
= 0). The arrow in the figure highlights a peak in 
performance that occurs when the niche radius and elite 
radius are both set equal to 1.9 using the relationships 
from Deb & Goldberg (1989).   Figures 3 and 4 confirm 
the findings of  Zitzler et al. (2000), which showed that 
population sizing and elitism are the primary factors 
controlling the performance of  EMO methods.  Figure 4 
shows shows that elitism stabilizes the NSGA’s 
performance for the full range of population sizes.  
Moreover, the plot confirms that the 3-step GA design 
method used in this work was able to attain peak or near 
peak performance in a minimum number of trial runs.  
The black arrow designates a peak in performance 
attained when the population size is set equal to 760 (as 
recommended in section 3.3.2 above) and the elite radius 
is set equal to 1.9 (as recommended in section 3.3.1 
above). 

5 CONCLUSIONS 
The niching-based elitist enhancement of the NSGA 
demonstrated in this study captured the true trade off 
between cost and squared relative estimation error 
(SREE) for a long-term groundwater monitoring 
application. Additionally, this paper addresses a primary 
difficulty and source of criticism for using multiobjective 
evolutionary methods in real-world engineering 
applications by extending the design methodology 
presented by Reed et al. (2000) to the NSGA. The 
extended methodology enables practitioners to minimize 
the number of runs required to identify effective 
parameter settings for the NSGA.   
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