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Abstract. In this work the use of qualitative preferences for classifying and 
selecting MOEAs is introduced. The classical notions of the Analyst and the so 
called Prescriptive Analysis are introduced explicitly in EMO, identifying some 
difficulties in exploiting the results of the comparative studies performed by the 
current fashion. A methodology is developed that allows the analyst to translate 
DM’s general preferences as well as quantitative benchmarking results into a 
practical tool for the comparison of MOEAs, facilitating the selection of the 
proper method and/or parameters for the MCDM problem at hand. A 
comparative experimentation is performed using well known state of the art 
functions, allowing drawing clear conclusions about the utility of the proposed 
methodology. The results are useful for research, practitioners and analysts 
involved in benchmarking, comparative studies and prescriptive analysis for 
EMO.  

 
1 Introduction 
 
When Multiple Criteria Decision Making (MCDM) is modelled, different stages and 
actors can appear as a part of the whole process. An actor is defined as any individual, 
group of individuals or entity, playing any role during the decision making process 
[1][2]. In this sense, besides the Decision Maker (DM), it is useful to identify another 
actor called the analyst. Arsham [3] lists a sequence -which allows feedback loops- of 
tasks accomplished by the analyst: 

 
1. Understanding the Problem 
2. Constructing an Analytical Model 
3. Finding a Good Solution 
4. Communicating the Results with the Decision-Maker 
 

                                                 
∗ The author is now also with 3. 



Once the model is constructed, the analyst must choose a suitable method or 
solving technique. That is intended for “Finding a Good Solution”. This stage (steps 2 
and 3) is known as prescriptive analysis. 

 
To our best knowledge, the notions of analyst and prescriptive analysis have not 

been introduced explicitly in Evolutionary Multiobjective Optimization (EMO) yet 
(despite they can be found in some way applied in practice, e.g. [4]), maybe due to 
these notions could seem more appropriate for decision making techniques which deal 
with problems not well defined (in terms of mathematical formulation) and where the 
preferences are articulated a priori or interactively (e.g. outranking methods). Even 
so, the lack of these concepts in EMO does not mean that EMO researchers and 
practitioners are not aware of them. Nevertheless, we do believe that considering 
prescriptive analysis explicitly in EMO can yield worthy results. 

 
In this paper we concentrate in the case of a posteriori Multiple Objective 

Evolutionary Algorithms (MOEAs), which represent the most of available MOEA 
(Van Veldhuizen and Lamont [5] mention about 90%, and apparently this bias has not 
changed significantly in the last years). Consider now the role of an analyst who 
works with a posteriori MOEAs. Analyzing the No Free Lunch theorem, Knowles and 
Corne conclude in [6][7] that some multiobjectives optimizers are better than others. 
In consequence, it sounds reasonably that given a pool of MOEAs, the analyst should 
select the proper method for solving MCDM problem. The issue is how to do that; in 
fact, the selection could be far to be trivial in many cases.  

 
In this research, we study a group of comparative analysis of some relevant state-

of-art MOEAs, identifying some points which limit the ability of an analyst to choose 
a particular algorithm. Then, we developed a methodology, sustained in comparative 
studies, that allows the analyst to translate DM’s preference as well as quantitative 
benchmarking results into a practical tool for the comparison of MOEAs. As a result, 
the influence of genetic parameters (crossover and mutation rates) and population size 
upon the overall performance were assessed empirically for three relevant MOEAs, 
and then interpreted, building qualitative preference maps which can help the analyst 
to achieve the prescriptive analysis. As the reader can intuit, the present work is 
relevant not only for persons interested in prescriptive analysis in EMO, but also for 
researchers and practitioners in general, involved in benchmarking and comparative 
studies. 

 
The remainder of the paper is organized as follows. In the next section the 

concepts of analyst and prescriptive analysis are studied more deeply regarding the 
state of art in comparative studies in EMO. In section 3 the proposed methodology is 
developed step by step, showing how to exploit benchmarking by introducing 
preferences. Finally some concluding remarks are presented. 

 
2 Background 
 
In order to set this research in its context, we will discuss in this section how 
considering explicitly the notion of the analyst can be beneficial for EMO. To do that, 



let us begin considering the single MCDM/EMO model depicted in figure 1. In this 
proposed model, for the sake of simplicity, MOEAs are represented as black-box 
multiobjective optimizers. EMO is enclosed by a dashed line as is focused nowadays, 
i.e. with the three possible stages for DM’s preference articulation [8]. At the right 
side of EMO’s box, enclosed in a solid line, is the Decision Making stage, when the 
DM chooses a single alternative as a solution of the problem. Finally, at the left side 
of the figure is the first step of the whole process: the decision making model 
building. 
 

 
Fig. 1. A single MCDM model using MOEAs as a solution technique. 

For a MDCM problem where EMO is employed as a solving technique, building 
the model comprises at least, three stages: Multiobjective Problem (MOP) 
formulation, MOEA selection and parameters setting. Generally speaking, model 
building requires the analyst to collect information (intelligence) [9] not only about 
the problem but also about the kind of solution the DM wants to reach. In other 
words, for constructing a model and selecting an adequate solving technique, it is 
good for the analyst to have a general idea of the solution wanted, despite the 
preferences were articulated a posteriori. For instance, suppose the case of a DM who 
doesn’t have any notion about the technical aspects of a MOEA, but who is interested 
in solving a particular problem where the objective functions evaluation is time 
consuming. In this case, more than one exploration of the search space may be 
prohibitive; hence, any additional information is crucial for providing efficiency. If 
the analyst detects that the DM is more interested a particular group of aspects than in 
another, this interest should lead the selection of the MOEA. Thus, for our example, 
between two algorithms which none of them outperforms each other, in terms of 
convergence and diversity, the less sensitive to population size the better, because it 
means a reduced number of functions evaluation. On the other hand, even without 
articulating preferences, a DM could prefer convergence to diversity, because too 
many solutions complicate the final decision making. 
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Zeleny [10] remarks that “Decision makers are expected to have confidence in the 
analyst and the analyst’s tools rather than in themselves”. This is especially palpable, 
as we have just seen, when the DM doesn’t have any conception of the technical 
aspects of EMO, and becomes a very relevant point when there is any matter that 
makes exploring the search space a difficult task. But let us focus now on the 
particular features an analyst must take into account when he works with a posteriori 
method, and the difficulties which take place for an analyst for the current EMO state 
of art. 

 
Once the analyst has determined to use a posteriori method, the second step is to 

choose a particular MOEA, setting the proper parameters for the selected algorithm. 
The main tools to tackle this task are the published comparative studies or the studies 
that the analyst could make by his own. However, when analyzing the literature, is not 
easy to make solid conclusions about which method is better. Consider the problem of 
the parameters in the classification results. In [11] the authors found a “hierarchy of 
method” between eight different MOEAs for a determined group of parameters, but 
admitted that the situation may be different for other parameters settings and other test 
problems [11, page 193]. Such situations clearly generate doubts in the analyst. 
Furthermore, when introduced three well known methods (NSGA-II [12], SPEA2 
[13], PESA-II [14]), each author reports their results using different parameters 
settings (crossover and mutation rates), and even different representation techniques 
(binary and real) with crossover operators distinct from each other. A brief review of 
more recent works, including new methods, applications and comparisons studies, 
([15]-[21]) shows that the diversity in parameters settings, genetic representations and 
genetic operators still remains in EMO, not allowing the analyst to make direct 
comparisons and results extrapolation between researches (in fact, only [15] 
performed tune before comparing). Finally, even the traditional heuristic of mutating 
one bit per chromosome may prevent an algorithm to yield maximum efficiency in 
certain conditions [22][23]. 

 
The analyst may consider using auto adaptative or parameter-less algorithms 

([24]-[27]) to avoid the problem of setting parameters, but these work schemata may 
present drawbacks [28] and employing them does not solve the problem completely 
but the selection of the proper algorithm remains open and features like genetic 
operators or internal parameters may be changed, possibly affecting the overall 
performance. 

 
On the other hand, there is the issue of the performance metrics. When solving a 

MOP, most a posteriori MOEAs produce as outcome a set of non dominated 
solutions. These outcomes can be compared using unary or binary metrics. Some 
outperformance relationships have been introduced to analyze the quality of unary 
metrics [29] [30]. Latter in [31] a general framework for comparing outcomes is 
presented, demonstrating that unary metrics have theoretical limitations when no 
preferences information is used, and providing some indicators for binary metrics 
based comparisons. However, even when binary metrics do not have such theoretical 
limitations of unary metrics [31, page 127], in practice they present some difficulties, 
like they are not conceived for multiple runs, and some could lead to conclusions 



different from those which one could come by expressing some preference (e.g. see 
figures 2 and 3 in [32]). 
 

In summary, selecting a particular solving technique is a decision making problem 
itself, where the analyst is the actor in charge of making the selection based on the 
desires, aspirations and general preferences of the DM. Some difficulties to 
accomplish this task are: 

− The published comparative studies were performed employing different 
parameters settings, and analyzed with different metrics. Such a variety 
makes difficult to exploit the information presented in those works. 

− Even when, for the sake of objectivity, researchers tend to work with metrics 
not based on DM’s preferences, in practice at least some general information 
could be useful for working with unary and binary metrics ([29] and [33] are 
based on the assumption that some information is available) 

 
In the following sections we present a methodology for the incorporation of DM’s 

general preferences providing an aid to the analyst in the model building process. The 
methodology, as is presented, is based on a complete experimentation, which among 
other things, clarify some questions formulated before. 

 
3 Exploiting Information using Criteria 
 

The following subsections present the development of the methodology proposed 
from the generation of experimental data to their interpretation using DM general 
preferences. 
 
3.1  Experiment design 
 
In order to generate knowledge about the behaviour of the MOEAs when changing 
parameters settings, the experimental design was formulated as follows: 

− SPEA2, PESA-II and NSGA-II were selected to be studied using functions 
ZDT2 to ZDT4 and ZDT6 [12] (see table 1). 

− The chromosomes were represented with binary strings with one-point 
crossover and bitwise mutation (for the number of bits see table 1). 

− Parameters were fixed as follows: six values of crossover rate (pc) and three 
for mutation (pm) rates were employed (pc = {0.5, 0.6, 0.7, 0.8, 0.9, 1}, pm 
= {0.001, 0.010, 0.100}). Population size – archive size ratios (M:N) were 
fixed to 1:1 and 2:1. The maximum number of generation was set to 250. 

− For each function and parameters settings (pc, pm, M:N) ten runs were 
performed. The outcomes were analyzed comparing the mean value of 
metric S (for hypervolume covered) [30]. 

− Computational complexity was not considered. 
 
 



Table 1. Multiobjective test problems selected for experimentation 
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3.2  Building preferences maps 
 

To aid the analyst during the formulation of the whole decision making model, 
preferences maps were conceived as the main tool to translate the quantitative 
information obtained from the metrics into qualitative information. Naturally, the 
selection of the metrics is related with the features considered important by the DM. 
In our case, we chose unary metrics because they allow statistic treatment. The 
selection of S is recommended in [30] for few objectives. Any Analyst/DM may base 
his maps in other metrics. 
 

Figure 2 present the results of metric S for function ZDT4. The matrix layout 
allows comparisons between methods and between parameters for each method. The 
reader can easily note some variations in means values. At this stage, it is necessary to 
express some general criteria for classify the vectors of means (the curves). Hence, 
four preference relationships were proposed to build the classifications, they express: 
> Strictly preference, > Preference, || Indifference, >/ No preference. They were 
inspired in the relationships formulated in [31], but not for express dominance but 
preference. 
 

Finally, very simple and intuitive statements were formulated here as classification 
criteria (lexicographically):  

− if one curve is closer the optimal than another, then that curve is strictly 
preferable, else 

− if one curve is closer to the optimal or at the same level than another but it 
has lower variance, then that curve is preferable, else 

− if one curve intersects another, then that curve is indifferent, else 
− the curve is no preferable. 



M:N = 1:1 M:N = 2:1 
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Fig. 2. Mean values of metric S vs. pc for SPEA2 over function ZDT4. 

Substituting the if-then-else sentences any analyst/DM can build an appropriate 
classification for his/her criteria. 

 
For the construction of the map, few topics were considered. First, the crossover 

rate was divided in two groups, low crossover (LC) with comprises pc from 0.5 to 0.7 
and high crossover for pc from 0.8 to 1.0. Then, for each group and populations ratio, 
an assessment mutation rates were accomplished, based on the rules described above.  
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Fig. 3. SPEA2 preference map for metric S and function ZDT4. For reading always start 
vertically! 
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Fig. 4. Preference map for metric S and function ZDT2 and ZDT3. 
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Fig. 5. Preference map for metric S and function ZDT4 and ZDT6. 

Figure 3 shows an excerpt of the whole map for function ZDT6. Note that the 
numbers in the diagonals indicate the different mutation rates. The table is reading as 
follows, for assess the effect of pc and pm, the analyst choose one crossover rates 



group (LC or HC) and one populations ratio (1:1 or 2:1), then starting vertically for 
one pm value and finding the intersection with another pm value, he/she has the 
relationship that stands for this case. For instance, for LC and 1:1, we have 10-3>/ 10-2 
and 10-3> 10-1, and in the same way 10-1>/ 10-2 and 10-1>/ 10-3. The same procedure 
is applied for the global M:N, but starting always vertically. In this case, 1:1> 2:1 
because in most of the cases the curves for 1:1 are above or at the same level of the 
curves for 2:1 for each pm. 

 
So far, we have not defined what at the same level means. It is clear that is not 

possible to expect numerical equality in the means, but there is space for statistical 
equality or intervals. Visual inspection of the results is possible in some cases, but 
impractical if a huge number of functions and metrics are considered during the 
experimentation and the analysis. Therefore, the preferences maps can be generated 
automatically employing the lexicographical rules and studying the statistical 
equivalence of the means for assure the conclusions are according with the 
preferences statements. Other options is to calculate the difference between means 
labeling the means as equal if the value belongs to an interval previously defined (by 
the analyst/DM), or if the amount of the difference is lower than a certain percentage 
of value between the upper and the lower means of the curves under comparison. 

 
3.3  Extracting information from preferences maps 
 
Figures 4 and 5 report the analysis of the metric S for the outcomes produced by 
SPEA2, NSGA-II and PESA-II over functions ZDT2, ZDT3, ZDT4 and ZDT6. 

 
Note that the maps may help in selecting the proper parameters for a particular 

method, providing information about what dimension in pm and which population 
size ratio are preferable. However, more information can be obtained from the 
qualitative classification introducing weights as numerical equivalence of the 
relationships. For instance, the sensitivity to population size ratio is assessed 
assigning > =3, > =2, and || =1 and counting the occurrences of each preference 
relationship in both maps (in global population-size ratio section), then a weighted 
sum is calculated. Figure 6 present the results. Notice that SPEA2 is less sensible to 
population size ratio than the other methods in terms of hypervolume covered (S), 
while NSGA-II is the most sensitive 

 
An assessment of the sensitivity to the crossover rate is also possible. In this case, 

the number of changes (jumps) in the preference relationships when pc changes from 
LC to HC is tabulated in figure 7b. The jumps are labeled as short jumps when the 
preference relationship changes to an immediate one (e.g. from> to> ), otherwise 
they are labeled as long jumps. Short jumps are weighted by 1 and long jumps by 2. 
The weighted sum is then presented graphically in Fig. 7a and numerically in Fig 7b. 
Note that all MOEAs are less or equal sensitive to pc when M:N ratio is 1:1. 
 



 
Fig. 6. Sensitivity of metric S to M:N, for SPEA2, NSGA-II and PESA-II. 

Notice in Fig 7 that there is a hierarchy of sensitivity to pc, which could lead to 
conclude SPEA2> PESA-II>NSGA-II for the studied feature. In general, for any 
analyst/DM interested in selecting an algorithm, starting from the outcomes and 
calculating the metrics values with their statistics, preferences maps may be build 
according to the DM’s general preferences. Then, by analyzing the maps, sensitivity 
information can be extracted. Finally, for making a decision about the algorithm to 
choose, a new structure of preferences must be expressed, indicating if-then-else 
sentences (if lexicographically) or weights (for weighted sum), that will identify the 
proper method. For example, if the DM’s needs point to a search performed with 
small populations and as less sensitive as possible to pc, by examining the figures 6 
and 7 the analyst can conclude that SPEA2 is the more appropriate to satisfy DM’s 
desires. Nevertheless, the conclusions depend on the needs, preferences, aspiration 
levels, etc, expressed by the DM. 

 

 
Fig. 7. Sensitivity of metric S to pc for SPEA2, NSGA-II and PESA-II. 

In addition, consider that the maps allow identifying bounds for parameters 
settings. For instance, by examining figures 4 and 5 and making a census of strictly 
preference and preference relationships when pm changes from one value to another, 
an analyst can easily conclude that [10-3,10-2] is the best interval for fixing pm for 

(b) 

Preference 
Relationship Weight SPEA2 NSGA-II PESA-II 

>  3 0 2 0 

>  2 2 2 3 

|| 1 2 0 1 

Total (mean) 1.5 2.5 1.75 

(a) 

SPEA2 NSGA-II PESA-II

(b) 

SPEA2 NSGA-II PESA-II 
Function Jump Value 

1:1 2:1 1:1 2:1 1:1 2:1 

short   1 0 0 0 0 0 0 ZDT2 
long   2 0 0 0 1 0 1 
short   1 0 0 0 0 0 1 ZDT3 
long   2 1 1 0 1 0 0 
short   1 0 0 0 0 0 1 ZDT4 
long   2 0 0 2 0 1 0 
short   1 0 0 0 1 1 0 ZDT6 
long   2 0 0 0 0 0 0 

Partials 2 2 4 5 3 4 

Total 4 9 7 

(a) 

SPEA2 NSGA-II PESA-II

1:1 2:1



ZDT2-ZDT4 and [10-2,10-1] for ZDT6, when working with SPEA2 and PESA-II. It is 
worthy to note these intervals enclose the one-bit mutation rate value. 

In summary, the methodology presented allows the construction of a simple and a 
useful tool that helps the analyst during the decision making modeling. With a small 
number of general preferences, the methodology guides to the classification of the 
numerical results from a DM/Analyst perspective (translation the data into 
preferences). Including more metrics in the preferences maps, it is possible to extract 
more information, like convergence or diversity/distribution, which can enrich the 
number of options to consider during the decision making model building. 
 
3 Conclusions 
 
In the presented work we have introduced explicitly the classical notion of the analyst 
into EMO, remarking the decision making modeling as one of the main steps or stages 
of a real MDCM problem. Then we have identified some difficulties which take place 
due to the diversity of values in parameters settings and metrics that can be found 
when analyzing the comparative studies already published. Finally, we have presented 
and described a methodology for the incorporation of DM’s general preferences 
during the MOEA selection and the parameters settings. This methodology showed 
the ability to help the analyst in extracting and exploit the information obtained from 
comparative studies and translate them into preferences relationships, which can help 
to choose a particular technique and set the parameters, in a very easy way. 
 

Some remarks of the proposed methodology are: 
– An appropriate experimentation was carried out to assess the influence of the 

crossover and mutation rates, and the population sizes ratio in the behavior 
of the selected MOEAs. 

– Employing a metric for measure covered hypervolume, the means values of 
several experiments were calculated. 

– By means of simple and very general lexicographic rules, the quantitative 
results were classified in terms of preferences (translating into preferences). 
Four preference relationships for comparing the results were employed to 
express the lexicographical rules, then 

– Preferences maps were introduced for representing the classification of the 
results in a compact way. These maps contain all the information generated 
by the preference translation for each test function. 

– Finally, applying very simple techniques of weighting, some information of 
sensitivity were extracted from the maps. Additionally, brief examples of 
data extraction for mutation rates and for MOEA selection were presented. 
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