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Abstract- A new algorithm is proposed to solve con-
strained multi-objective problems in this paper. The
constraints of the MOPs are taken account of in deter-
mining Pareto dominance. As a result, the feasibility of
solutions is not an issue. At the same time, it takes ad-
vantage of both the orthogonal design method to search
evenly, and the statistical optimal method to speed up
the computation. The output of the technique is a large
set of solutions with high precision and even distribu-
tion. Notably, for an engineering problem WATER, it
finds the Pareto-optimal set, which was previously un-
known.
Keywords evolutionary algorithms, orthogonal design,
multi-objective optimization, Pareto-optimal set


1 Introduction


Evolutionary algorithms can both handle large search
spaces and generate multiple alternative trade-offs in a
single optimization run for multiobjective optimization
problems. Representative evolutionary techniques include
vector evaluated genetic algorithm (VEGA)[3, 4], Hajela
and Lins genetic algorithm(HLGA)[5], Pareto-based rank-
ing procedure(FFGA)[6], niched Pareto genetic algorithm
(NPGA)[7, 8], Nondominated Sorting Genetic Algorithm
(NSGA)[9] and a new effective approach to multi-objective
optimization, the strength Pareto evolutionary algorithm
(SPEA)[10]. Recently, some of the proposed methods
have made further progress, for instance, NSGAII[12],
SPEA2[13], rMOGAxs[14], and some new MOEAs come
about, such as Generalised Regression GA (GRGA)[11].


In this paper, an orthogonal multi-objective evolutionary
algorithm (OMOEA) is designed for multi-objective opti-
mization problems (MOPs). The constraints of MOPs is


first incorporated in Pareto dominance, to modify Pareto
dominance(strict partial ordered relation), so that the fea-
sibility is not an issue. Then the orthogonal design and the
statistical optimal method is generalized suitable for MOPs
with discrete variables. Applying the generalized design
method, a niche evolution procedure is constructed, which
is the kernel of OMOEA. OMOEA not only applies the or-
thogonal array to produce the initial niche-population, but
also a statistical optimal method to generate offspring for
crossover in the niche evolution procedure. The evolution-
ary process of the new technique is that an original niche
evolves first, and splits into a group of sub-niches; then ev-
ery sub-niche iterates the above operations. Due to the uni-
formity of the search, without blindness and randomness,
and to the optimality of the statistics, so the niche evolution
procedure can quickly yield an evenly distributed niche-
population which is very close to the non-dominated set for
the niche. At the same time, because of the exponential
increase of the splitting frequency of niches, the new algo-
rithm can yield a large set of solutions. Therefore, within
a few generations, the OMOEA will quickly yield a large,
constraint-satisfying, close-to-Pareto-optimal set with even
distribution and high precision.
In the remainder of the paper, we briefly mention the defi-
nition of multiobjective optimization problem in Section 2.
Thereafter, we describe the constrained Pareto dominance
as the improvement of the traditional Pareto dominance in
Section 3, in OMOEA, the search of Pareto-optimal set
(non-dominated set) is based on constrained Pareto domi-
nance, not traditional Pareto dominance. And in Section
4, we suggest a generalized orthogonal design method for
MOPs on the purpose to locate as small region as possible
where non-dominated set stays. Section 5 presents niche
evolving and splitting which constructs the main compo-







nents of OMOEA, and Section 6 describes the proposed
OMOEA. The next section presents numerical experiments
and discussion. Finally, we outline the conclusions of this
paper.


2 Problem Definition


Definition 1 (Multi-objective Optimization Prob-
lem(MOP) ) A general MOP includes a set of N parameters
(decision variables), a set of K objective functions, and a
set of L constraints. Objective functions and constraints
are functions of the decision variables. The optimization
goal is to


minimize y = f(x) = (f1(x), f2(x), ..., fK(x))
subject to e(x) = (e1(x), e2(x), ..., eL(x)) ≤ 0
where x = (x1, x2, ..., xN ) ∈ X


X = {(x1, x2, ..., xN )|li ≤ xi ≤ ui}
l = (l1, l2, ..., lN )
u = (u1, u2, ..., uN )
y = (y1, y2, ..., yK) ∈ Y


(1)


where x is the decision vector, y is the objective vector, X


denotes the decision space,l and u are the upper bound and
lower bound of the decision space, and Y is called the ob-
jective space.


3 Pareto-dominance with Constraints


The Pareto dominance (strict partial ordered relation) is
based on the decision space X without consideration of
the constraints, while the Pareto-optimal set M(Xf ,≺) is
based on the feasible set. Thus it is inconvenient to get the
Pareto-optimal set from traditional Pareto dominance, be-
cause we care whether an individual is feasible when evalu-
ating its fitness. So the Pareto dominance will be modified.
First a concept of constraint objective is introduced.
Definition 2 Let


f0(x) =
L∑


j=1


βj < ej(x) >+


where < ej(x) >+= max{ej(x), 0}
βj > 0


(2)


f0(x) is called constraint objective .
Then a new relation ”≺” is defined in consideration of both
objectives and constraints as follows.
Definition 3 (Constrained Pareto dominance ) For any two
decision vectors, a and b


a ≺ b iff {
f0(a) < f0(b) or
f0(a) = f0(b) and f(a) < f(b)


}


where
a,b ∈ X


(3)


In definition 3, the constraint objective has been added to the
objectives, but the constraint objective has the highest pri-
ority. By the constrained Pareto dominace ”≺”, OMOEA
will search the Pareto-optimal set M(X,≺) from decision
space X without worrying about the feasibility of solutions.


Remark: There are some similar constraint handling
ideas ,(cf. Fonseca 1998[17] and Deb 2000[12]).


4 Generalization of Orthogonal Design
Method


In a discrete single objective optimization problem, when
there are N factors (variables) and each factor has Q lev-
els, the search space consists of QN combinations of lev-
els. When N and Q are large, it may not be possible to do
all QN experiments to obtain optimal solutions. Therefore,
it is desirable to sample a small, but representative set of
combinations for experimentation, and based on the sam-
ple, the optimal may be estimated. The orthogonal design
was developed for the purpose [15]. The selected combina-
tions are scattered uniformly over the space of all possible
combinations QN . In this paper a kind of orthogonal ar-
ray is employed, we denote it [ai,j ]M×P where M = Q2,
P = Q + 1; and where the jth factor in the ith combina-
tion has level ai,j and ai,j ∈ {1, 2, ..., Q}. We denote the
jth column of the orthogonal array [ai,j ]M×P by aj . The
details to construct the orthogonal array [ai,j ]M×P are as
follows [16].
Algorithm 1 Construction of orthogonal array [ai,j ]M×P


where M = Q2, P = Q + 1
for(i=1; i≤ Q2; i++)ai,1 = b i−1


Q
c mod Q;


for(i=1; i≤ Q2; i++)ai,2 = (i − 1) mod Q;
for(t=1; t ≤Q-1; t++) a2+t = (a1 × t +


a2) mod Q;
Increment ai,j by one for 1 ≤ i ≤


M and 1 ≤ j ≤ P ;
For a problem with N factors, we choose the former
N columns of orthogonal array [ai,j ]M×P , and denote it
[ai,j ]M×N , Denote the corresponding yields of the M com-
binations by [yi]M×1, where the ith combination (experi-
ment) has yield yi. From the yields of the selected combi-
nations, we can get optimal solution by statistical methods.
That is , calculate the mean value of the yield for each factor
at each level, and evaluate the effect of each factor at each
level by the mean value. We choose the best combination,
which is composed of the best levels of the N factors, as the
optimal solution. Denote the mean values by [∆k,j ]Q×N


where the objective has the mean value ∆k,j at the kth level
of the jth factor; and


∆k,j =
Q


M


∑


ai,j=k


yi (4)







where the jth factor has the level ai,j in the ith combina-
tion(experiment). The objective has the value yi at the ith
combination, and


∑
ai,j=k


yi implies the sum of yi where ∀i


which satisfy ai,j = k. In the jth column of [∆k,j ]Q×N ,
i.e., {∆k,j |k = 1, 2, ..., Q}, suppose the index k of the min


element in the column is k
(0)
j , for a minimization problem,


the optimal solution is estimated as (k
(0)
1 , k


(0)
2 , ..., k


(0)
N ).


The orthogonal design method was designed for single-
objective optimization problems(SOPs). Here it is gener-
alized for MOPs to estimate non-dominated set. The main
difference between SOPs and MOPs is that SOPs have only
simple-objective while MOPs have more objectives than
one. In this section, the objective vector is denoted by
y = (y1, y2, ..., yK), and the decision vector (factors) by
(x1, x2, ..., xN ), where the factor xj is quantized into a level
set Lj = {x1,j , x2,j , , ..., xQ,j}, j = 1, 2, ..., N . D de-
notes the set of all possible combinations of levels. Statisti-
cally, if Q is large enough, then the discrete non-dominated
set regarding D will be very close to the continuous non-
dominated set regarding X. So when Q is large enough,
we may regard the discrete one as a satisfactory approxi-
mation to the continuous one. Applying the orthogonal de-
sign method, there is a best level for each factor in SOPs.
However, in MOPs, this can not be concluded since there
are more objectives than one. But there may be a non-
dominated set relative to the level set for each factor.


To get the non-dominated set relative to the level set for
each factor, denote the values of objectives by [yi,k]M×K ,
where the kth objective in the ith combination has the value
yi,k; and the mean values of the K objectives at the Q levels
of the N factors by [∆q,j,k]Q×N×K , where the kth objec-
tive at the qth level of the jth factor has mean value ∆q,j,k.
Denote


∆q,j = (∆q,j,1, ∆q,j,2, ..., ∆q,j,K) (5)


Now we define dominance relation ”≺j” on the level set for
the jth factor, j=1, 2, ..., N.
Definition 4 for any two levels xu,j , xv,j ∈ Lj of the jth
factor, j=1, 2, ..., N.


xu,j ≺j xv,j iff ∆u,j < ∆v,j


∆u,j and ∆v,j are defined in (5)
(6)


It is easy to verify that ”≺j” is a strict partial ordered
relation on Lj . M(Lj,≺j) denotes the non-dominated
set regarding Lj . Statistically, we have the following
conclusion:


The non-dominated set of the Cartesian product of the
N non-dominated sets relatively evenly distributes over
the non-dominated set relative to D, and the size of the
Cartesian product is probably much smaller than that of D.


5 Niche Evolving and Splitting


The concept of niche here means following.
Definition 5 A niche is a hyper-rectangle Xn in the deci-
sion space X of MOP, that is, a hyper-rectangle Xn ⊆ X


Since OMOEA is mainly the iteration of niche evolv-
ing and splitting, we let a section (Section 5) state Niche
Evolving and Splitting. Niche evolution consists of produc-
ing initial niche-population (cf. subsection 5.1) evenly scat-
tered over the niche by using orthogonal array, executing
crossover operator (cf. subsection 5.2) with the initial niche-
population as the parents, where a generalized orthogonal
design method and statistical optimal method is used, in-
cluding the offspring into niche-population, from the niche-
population, searching the non-dominated set which is the
output of the niche evolution procedure.


5.1 Production of the Initial Niche-population


An orthogonal array [ai,j ]M×N actually corresponds to
a population with size M , so that [ai,j ]M×N determines a
population, then let [ai,j ]M×N represent a population. The
production of a uniformly scattered niche-population over a
niche is as follows
Algorithm 2 Construction of initial niche-population


1. Execute algorithm 1 to construct orthogonal array
[ai,j ]Q2×(Q+1);


2. Delete the last Q + 1−N columns of [ai,j ]Q2×(Q+1)


to get [ai,j ]Q2×N .


3. Get initial niche-population Pn(0): Pn(0) ←
[ai,j ]Q2×N


5.2 Crossover Operator


In most evolutionary algorithms, the parents are stochas-
tically chosen from the population. Here, in the evolution
of the niche, all individuals in the population are picked as
parents for the crossover operator. The details are as follows
Algorithm 3 Crossover operator


1. Input initial niche-population Pn(0) as parents.


2. Using Pn(0)(i.e. [ai,j ]Q2×N )), construct three di-
mensional array [∆q,j,k]Q×N×K


3. For each Factor j, j=1, 2, ..., N, construct non-
dominated set M(Lj ,≺j)


4. Construct the Cartesian product


M(L1,≺1) × M(L2,≺2) × ... × M(LN ,≺N )


5. Get offspring S: S ← M(L1,≺1) × M(L2,≺2) ×
... × M(LN ,≺N )







5.3 Procedure of Niche Evolution


Denote Pn(0)′ = Pn(0)
⋃


S. Statistically, if Q is large
enough, the new technique searches the non-dominated set
relative to Pn(0)′ and regard it as representative of the non-
dominated set relative to Xn. Now, we describe the algo-
rithm for evolving niche Xn.
Algorithm 4 Evolution of niche


1. Initiate paramter Q


2. Execute algorithm 2 to produce initial niche-
population: Pn(0)


3. Execute crossover operator (algorithm 3) to breed
offspring S


4. Unite initial niche-population and offspring:
Pn(0)′ = Pn(0)


⋃
S


5. Construct non-dominated set M(Pn(0)′,≺) from
Pn(0)′ as the output niche-population Pn(1). This
is representative of the non-dominated set relative to
niche Xn


5.4 Procedure for Splitting Niche


If the precision of the output niche-population Pn(1) is
not satisfactory, then the niche Xn splits into sub-niches,
where each individual in Pn(1) has corresponding sub-
niche, the range length of each variable (factor) in each sub-
niche is the difference between two successive levels of the
factor. The procedure for splitting niche Xn from Pn(1) is
as follows.
Algorithm 5 Niche splitting


1. For each s ∈ Pn(1), construct a new niche


X
(s)
n = {x| |xj − sj | ≤ δj/2 j = 1, 2, ..., N}


where x = (x1, x2, ..., xN )
s = (s1, s2, ..., sN )


where δj is the difference of two successive levels.


2. Get a group of sub-niches Ψn: Ψn ← {X
(s)
n |s ∈


Pn(1)}


6 The Orthogonal Multiobjective Evolutionary
Algorithm


The evolutionary process of OMOEA is that an original
niche ( the decision space X) evolves first (cf. subsection
5.3), and splits into a group of sub-niches (cf. subsection
5.4); then every sub-niche iterates the above operations,until
stopping criterion is satisfied.


Let P denote the global-population, Ψ the set of all sub-
niches. After each evolution generation, P and Ψ will be
updated. The details of the OMEA are as follows.


Algorithm 6 orthogonal multi-objective evolutionary al-
gorithm


1. Input decision space X as initial niche.


2. Execute algorithm 4 to let the niche evolve into Pn(1)


3. For the output Pn(1) of initial niche X, execute al-
gorithm 5 to split the niche into a group Ψn of niches.


4. Initiate P and Ψ: P ← Pn(1); Ψ ← Ψn.


5. gen=1


6. If current P does not reach the required precision,
and the solution number of P is not more than a crit-
ical value, then goto step 7, else goto step 11.


7. For each niche X
(s)
n ∈ Ψ, execute algorithm 4 to let


niches evolve and yield P
(s)
n (1)


8. For the output P
(s)
n (1) of each niche X


(s)
n , execute


algorithm 5 to split the niche into a group of niches
Ψn.


9. Ψ ←
⋃


Ψn; P: P ←
⋃


P
(s)
n (1)


10. gen=gen+1; goto step 6


11. Output P as the satisfying close-to-Pareto-optimal set
of MOP


7 Numerical Experiments and Discussion


7.1 Test functions


Five MOPs are taken to test OMOEA. The first four are
the benchmark problems: ZDT1, ZDT2, ZDT3 and ZDT4


[19] with a little modified. The final one is W [18] which
is an engineering problem with constraints, and its Pareto-
optimal set is unknown. The OMOEA will yield high pre-
cision solutions when level point stays at Pareto-optimal
point, in this, the performance of OMOEA would’nt be well
tested. Therefore, we modify the first four problems by ran-
domly changing a little both bounds of variables, and denote
the modified ones by ZDT ′


1, ZDT ′


2, ZDT ′


3, ZDT ′


4.


7.2 Results and discussion


7.2.1 Generation


Since the crossover operator is very efficient in the niche
evolution, fewer evolution generations of the algorithm will
yield excellent results. OMOEA has to locate the global
Pareto-optimal solutions roughly and not trapped in local
Pareto-optimal in the first generation. In the rest genera-
tions, it enhances the precision of the solutions. Figure 1
shows the fact. There are two generations taken, in the first
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Figure 1: Result comparisons on the first four problems be-
tween the first two generations. (a) For ZDT ′


1. (b) For
ZDT ′


2. (c) ForZDT ′


3. (d) For ZDT ′


4.


generation where the numbers of level Q1 = 41 for ZDT ′


1,
ZDT ′


2 and ZDT ′


3, Q1 = 263 for ZDT ′


4 to locate global
Pareto-optimal roughly, in the second where Q2 = 29 for
all to enhance precision. Figure 1 also distinctly illustrates
that the populations of the generation 1 reach higher pre-
cision for the problems ZDT ′


1, ZDT ′


2, ZDT ′


3, while for
ZDT ′


4, this reaches lower and the second generation largely
improves the precision of the populations. Generally, we
recommend evolving two generations, in the first genera-
tion, a larger Q is taken so as to roughly locate the global
Pareto-optimal solutions, in the second, a smaller Q will
ensure improving the precision of solutions and avoid large
computation. For the problem W , OMOEA only uses one
generation where Q1 = 89, since the number of solutions in
the close-to-Pareto-optimal set we obtain is very large, if we
continued to improve the close-to-Pareto-optimal set, the
computation would be virtually endless. Therefore, once
the number of solutions in the close-to-Pareto-optimal set
of MOPs exceeds a given maximum, the algorithm will re-
turn with the current close-to-Pareto-optimal set of MOPs
as output. Figure 2 shows the resulting Pareto-optimal set
of W and its the projections on the planes x1 − x2, x1 − x3


and x2 − x3.
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Figure 2: The graph of the close-to-Pareto-optimal set of W
and its projections of on the three planes. (a)The projection
on the plane x1−x2. (b) The projection on x1−x3. (c) The
projection on x2 − x3. (d)The graph of the close-to-Pareto-
optimal set


7.2.2 Quantization


By quantization, a continuous niche yields discrete one.
Statistically, a large number of quantization level Q pro-
vides a large number of sample for a good summing and
helps not trapping in local Pareto-optimal, and if Q is large
enough, then the non-dominated set regarding the discrete
niche will be very close to that regarding the continuous
one. So when Q is large enough, we regard the discrete non-
dominated set as a satisfactory approximation to the contin-
uous non-dominated set. At the same time, experiment re-
sults show that a problem with large number of local Pareto-
optimal fronts needs a large Q ,while one with fewer local
Pareto-optimal a smaller Q enough, to locate global Pareto-
optimal solutions in the first generation. For example, for
ZDT ′


1, ZDT ′


2 and ZDT ′


3, OMOEA can locate the global
Pareto-optimal solutions with Q = 31, however, for ZDT ′


4,
our technique is likely trapped in local Pareto-optimal until
Q ≥ 211. Figure 3 show the resulting solutions of ZDT ′


4


with different Q in the first generation, where in the sec-
ond, Q = 29. Theoretically, that how large Q is selected
so as not to be trapped in local Pareto-optimal for OMOEA
is not very clear. For ZDT ′


4, the Pareto-optimal front is
formed with g(x) = 1 where x2 = 0, ..., X10 = 0, the
best local Pareto-optimal fronts with g(x) = 1.25. We
know g(x) ≈ 1.25 at x2 = ±0.008, ..., x10 = ±0.008, in
this, the difference of two successive levels should be less
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Figure 3: the resulting solutions of ZDT ′


4 with different
Q1 in the first generation, while Q2 = 29 in the sec-
ond generation. (a)Q1 = 47, and results trapped in lo-
cal optimal. (b)Q1 = 199, results trapped in local opti-
mal. (c)Q1 = 223, and results approximate global opti-
mal. (d)Q1 = 233, and results approximate global opti-
mal. (e)Q1 = 251, and results approximate global optimal.
(f)Q1 = 263, and results approximate global optimal.


than 0.016, Therefore, Q > 650 will ensure OMOEA not
trapped in local Pareto-optimal. However, none is trapped
in local Pareto-optimal with Q = 263 in the first genera-
tion among 100 runs performed on ZDT ′


4. Therefore, for a
problem with large local Pareto-optimal, a large Q, unnec-
essary much large, should be taken to locate global Pareto-
optimal in the first generation.
On the other hand, the number of the quantization levels Q
should be prime, since a prime Q is prerequisite to ensure
the orthogonality of the array constructed by algorithm 1,
and therefore, to guarantee uniform search. Theoretically,
whether there exists orthogonal array for any integer Q > 0
is yet unknown. So a prime Q is recommended.


7.2.3 Comparison


We downloaded the kernel of the SPEA, and programmed
SPEA by ourselves which is likely poorer than Zitzler’s
SPEA, and find OMOEA runs much faster than SPEA made
by us for the chosen test problems except W . In some way,
we may conclude that OMOEA converges to Pareto-optimal
solutions faster than SPEA for the chosen problems except
W , though OMOEA expends much time to get huge non-
dominated solutions for W . We chose the results of the
SPEA in solving the test functions ZDT1 − ZDT4 as a
comparison with those of OMOEA. In our algorithm the
taken parameters Q1 = 41, Q2 = 29 for ZDT ′


1, ZDT ′


2


and ZDT ′


3, Q1 = 263, Q2 = 29 for ZDT ′


4. The results
are shown in figure 4, and assessed by both coverage [10]
and spread [1] (PP314-316) in tables 1, 2. Both the fig-
ures and the tables show that not only the quality, but also
the spread of the optimal solutions, from our algorithm is
superior to SPEA. In particular, since ZDT4 has 219 lo-
cal Pareto-optimal fronts, previously known algorithms in-
cluding VEGA , HLGA , FFGA, NPGA, NSGA, rMOGAxs
and SPEA are all trapped in local Pareto-optimal solutions.
As to OMOEA, when the number of quantization level is
smaller than 200, our algorithm is usually also trapped in
local Pareto-optimal solutions unless the level points stay
at the global Pareto-optimal points by chance. Once the
number of quantization levels is larger than 200, OMOEA
eliminates local Pareto-optimal solutions and approximates
global Pareto-optimal solutions (cf. Figure 3). Regard-
ing function W , the convergence of OMOEA to close-to-
Pareto-optimal solutions is shown in figures 2. The right-
bottom graph is the three dimensional graph of the close-to-
Pareto-optimal set, and other three graphs in figure 2 are the
projections of the graph on the planes x1 − x2, x1 − x3 and
x2−x3. We find that the third coordinate x3 of our close-to-
Pareto-optimal solutions is 0.01. The left-top graph shows
that the projections of the graph on the x1x2-plane is a rect-
angle: 0.01 ≤ x1 ≤ 0.45, 0.01 ≤ x2 ≤ 0.1 with the
left-bottom corner cut off by a curve ACB. After checking
the resulting value of the constraint functions at our close-
to-Pareto-optimal solutions, we find that only the first con-
straint boundary g1 = 1 has nearby close-to-Pareto-optimal
solutions. We infer that the curve ACB is an approximation
to a portion of the first constraint boundary g1 = 1. In fact,
the curve ACB is very close to the first constraint boundary
g1 = 1. So may say that the Pareto-optimal set of W is the
region enclosed by


x1 = 0.01 x1 = 0.45
x2 = 0.01 x2 = 0.10
x3 = 0.01
0.00139/(x1x2) + 4.94 × 0.01 − 0.08 = 1


(7)







Table 1: The C values of resulting solutions between SPEA
and OMOEA found for the former four test functions.


Coverage ZDT ′


1 ZDT ′


2 ZDT ′


3 ZDT ′


4


C(OMOEA,SPEA) 1 1 1 1
C(SPEA,OMOEA) 0 0 0 0


Table 2: The ∆ values of resulting solutions of both SPEA
and OMOEA found for the test functions.


Spread ZDT ′


1 ZDT ′


2 ZDT ′


3 ZDT ′


4


∆OMOEA 0.002 0.004 0.004 0.010
∆SPEA 0.055 0.198 0.079 0.618


Generally, the type of the optimal solutions is dot for one
objective problems, line for two, surface for three, and so
on. Such information indicates that cardinality of optimal
solutions exponentially increases with the increase of num-
ber of the objectives in general. It seems difficult to repre-
sent a high dimensional Pareto-optimal set by finite optimal
solutions; and it is the difficulty that causes OMOEA’s ex-
ponential computation for high dimensional Pareto-optimal
set. A wise way to overcome the difficulty to an extent
might be to model the structure of the Pareto-optimal set.


7.2.4 Limitation


Since the technique is absolutely new, there exists some lim-
itations. If the model is additive and quadratic, the optimal
statistics in crossover operator will be very valid, however,
if not, then the statistics may introduce error which may
cause that a fewer non-dominated levels are eliminated from
non-dominated level set(cf. Definition 4) and some domi-
nated levels near a non-dominated level are interlarded into
the non-dominated level set. Although it is both impossible
and unnecessary to pick up all non-dominated solutions, a
lost non-dominated solution may destroy a little the diver-
sity of the solutions. A way not losing non-dominated levels
is to modify definition 4 with consideration of noise [20].
A false non-dominated solutions will increase the compu-
tations for eliminating it. At the same time, although the
Cartesian product of the non-dominated level sets is excel-
lently good, and the size is probably much smaller than that
of the corresponding discrete niche, it will be large when
Pareto-optimal set is high dimensional, which, in addition
to the false non-dominated solutions, will result in exponen-
tial computation complexity. A possible way to overcome
this limitation is to execute orthogonal search on the Carte-
sian product and decrease the exponential computation into
polynomial in the future work. Therefore, with overcom-
ing the limitations, the ’linked’ problems would be easy to
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Figure 4: Result comparison between SPEA and
OMOEA on test function ZDT
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8 Conclusion


The constraints of the MOPs are take account of in deter-
mining Pareto dominance, as a result, the feasibility of so-
lutions is not an issue. The orthogonal design and the statis-
tical optimal method are generalized to MOPs, and the gen-
eralized design method is applied to construct a new frame-
work for multi-objective evolutionary algorithm (MOEA).
Due to the uniformity of the search, optimality of the statis-
tics, OMOEA yields large set of solutions with high pre-
cision and even distribution. Notably, for the engineering
problem WATER, it finds the Pareto-optimal set, which was
previously unknown.
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