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Abstract. Many real-world scientific and engineering applications involve 
finding solutions to “hard” Multiobjective Optimization Problems (MOPs).  
Genetic Algorithms (GAs) can be extended to find acceptable MOP Pareto so-
lutions.  The intent of this discussion is to ill ustrate that modifications made to 
the Multi -Objective messy GA (MOMGA) have further improved the eff i-
ciency of the algorithm.  The MOMGA is a Multiobjective Evolutionary Algo-
rithm (MOEA) extension of the existing single-objective building block (BB) 
based messy Genetic Algorithm (mGA).  The modified MOMGA uses a prob-
abili stic BB approach to initializing the population referred to as Probabili sti-
cally Complete Initialization (PCI).  This does have the effect of improving the 
eff iciency of the MOMGA through the reduction of the computational bottle-
neck encountered with the mGA.  This paper presents statistical results ob-
tained from the modified MOMGA compared to the results of the original 
MOMGA as well as those obtained by other MOEAs as employed for a generic 
test suite. 

1   Introduction 

We recently developed a Multiobjective Evolutionary Algorithm (MOEA), the Multi -
Objective messy GA (MOMGA) that takes a novel approach to solving Multiobjec-
tive Optimization Problems (MOPs).  The MOMGA extends the notion of building 
block-based EAs to the MOP domain.  Building Blocks (BBs) define chromosomes 
and contain the information that the EA is attempting to evaluate and move towards 
the Pareto Front.  The BB approach is used in the MOMGA to increase the number of 
“good” building blocks that are present in each subsequent generation.  These “good” 
building blocks in the current population are exploited.  Part of the novel approach of 
the MOMGA is its extension of the existing single-objective BB-based messy Genetic 
Algorithm (mGA) to the MOEA domain [3].  The associated test suite indicated that 
the MOMGA was as good, if not better, than other MOEA approaches for uncon-
strained problems in a generic test suite [4]. 
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2   Modified MOMGA 

A modification to the MOMGA is presented in this paper along with comparative 
statistical testing results.  The previous MOMGA implements a deterministic process 
to produce the enumeration of all possible BBs, of a specified size, for the initial 
population referred to as Partially Enumerative Initialization (PEI).  This approach is 
usually not eff icient since utili zing the full enumeration is computationally expensive.  
Thus we modified our MOMGA to use a probabili stic approach to initializing the 
population referred to as Probabili stically Complete Initialization (PCI) [1].  The 
probabili stic BB approach initializes the population by creating a controlled number 
of BB clones of a specified size.  These BBs then are filtered to probabili stically en-
sure that all of the desired BBs are in the initial population.  This approach should 
effectively reduce the computational bottleneck encountered with PEI. 

3   Pareto Front Analysis and Results 

This paper compares the results that the modified MOMGA obtains with the results 
that other well -known MOEAs and the original MOMGA achieve for numerous un-
constrained test functions.  In our previous research on the MOMGA, this MOEA test 
suite was utili zed to allow for absolute comparisons of different MOEA approaches.  
Thus, this MOEA test suite is also utili zed in the comparison of the performance of 
the modified MOMGA to other popular MOEAs [2,4].  We also evaluate MOPs that 
contain side constraints for inclusion into the suite based upon an extensive classifica-
tion of constrained MOPs.  Utili zation of the test suite is advantageous to the commu-
nity in the fact that it presents data that is base lined from a standard test suite [4]. 

These test problems all attempt to find the global maximum or minimum curve or 
surface, depending on the optimization criteria, through the use of a Pareto Front  
(PF) analysis.  The true optimum values, to the Multiobjective Problem being solved, 
lie on the true Pareto Front denoted PFTrue.  All MOEAs attempt to find this true 
Pareto Front but in actuality may not.  The values that the MOEA determines to be 
optimum are referred to as PFKnown. In many cases the true global optimum is not 
found by any EA, however, a “good” analysis of the PFKnown values are necessary to 
determine if they are close enough to the PFTrue values to be satisfactory solutions to a 
MOP [2]. 

Statistical analysis of the experimental results, and observations made are pre-
sented.  We also quantitatively compare our MOEA performance with others.  Since 
no single metric can represent total performance of an MOEA, a series of appropriate 
metrics is used to measure the performance in the phenotype domain [4].  The metrics 
used consist of comparisons of the PFKnown values to the PFTrue values to calculate error 
ratios, generational distances, maximum PF error, and spacing along the Pareto Front 
[3].  Genotype metrics are also considered including error ratio, generational distance, 
spacing, and overall nondominated vector generation measures [2].  Another philoso-
phical development of a test suite reflects similar functionality [5]. 
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The work presented also focuses on complex optimization problems much like 
those faced by design engineers.  Through testing and analysis it is shown that the 
PCI MOMGA performs as well as or better than the PEI MOMGA and many of the 
well -known MOEA implementations.  These other MOEA implementations include 
the Multiobjective Genetic Algorithm (MOGA), the Vector Evaluated Genetic Algo-
rithm (VEGA), the Nondominated Sorting GA (NSGA), and the Strength Pareto EA 
(SPEA) [5].  The modified MOMGA tends to be as effective as the original MOMGA 
in regard to the fore mentioned unconstrained numerical functions as well as con-
strained MOPs using the above metrics.  An eff iciency improvement was anticipated 
in fewer individual fitness calculations due to the PCI modification.  We are continu-
ing to modify the MOMGA to address more complex problems, including discrete 
optimization NP Complete (NPC) problems, i.e. knapsack, TSP, etc. 

4   Conclusions 

Through initial testing, the modified MOMGA has shown to be more eff icient then its 
predecessor using a test suite of MOPs [2].  This is as expected since we have moved 
from a PEI implementation to a PCI initialization of the population and have reduced 
the computation bottleneck imposed by PEI.  Further analysis of constrained test 
functions for inclusion into our suite is currently being completed.  Additional focus 
on input parameters may yield better performance results as this testing was com-
pleted utili zing generic test parameter values.  Further testing will center on perform-
ance evaluations of the MOMGA on NPC MOPs and real world applicabilit y by in-
creasing the size of the MOPs tested.  Preliminary results show that our modifications 
have increased the eff iciency of the MOMGA.  Future work will also include parallel-
izing the PCI MOMGA and completing a statistical analysis of the results. 
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