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Abstract. Many red-world scientific and engineaing applicaions involve
finding solutions to “hard” Multiobjedive Optimizaion Problems (MOPs).
Genetic Algorithms (GAS) can be extended to find acceptable MOP Pareto so-
lutions. The intent of this discusdon s to ill ustrate that modifications made to
the Multi-Objedive messy GA (MOMGA) have further improved the dfi-
ciency of the dgorithm. The MOMGA is a Multiobjedive Evolutionary Algo-
rithm (MOEA) extension d the eisting single-objedive building Hock (BB)
based messy Genetic Algorithm (mGA). The modified MOMGA uses a prob-
abili stic BB approach to initializing the popuation referred to as Probabili sti-
cdly Complete Initidlization (PCI). This does have the dfed of improving the
efficiency of the MOMGA throughthe reduction o the mmputational bottle-
nedk encourtered with the mGA. This paper presents gsatisticd results ob-
tained from the modified MOMGA compared to the results of the original
MOMGA aswell asthose obtained by aher MOEAS as employed for a generic
test suite.

1 Introduction

We recently developed a Multiobjedive Evolutionary Algorithm (MOEA), the Mullti-
Objedive mesyy GA (MOMGA) that takes a novel approach to solving Multiobjec
tive Optimizaion Problems (MOPs). The MOMGA extends the notion o building
block-based EAs to the MOP domain. Building Blocks (BBs) define diromosomes
and contain the information that the EA is attempting to evaluate and move towards
the Pareto Front. The BB approadh is used in the MOMGA to increase the number of
“good’ building Hocks that are present in eat subsequent generation. These “good’
building Hocksin the aurrent popuation are exploited. Part of the novel approac of
the MOMGA isits extension d the existing single-objedive BB-based mess Genetic
Algorithm (mMGA) to the MOEA domain [3]. The associated test suite indicated that
the MOMGA was as good if not better, than ather MOEA approaches for uncor-
strained problemsin a generic test suite [4].
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2 Modified MOMGA

A modificaion to the MOMGA is presented in this paper along with comparative
statisticd testing results. The previous MOMGA implements a deterministic process
to produce the enumeration o al possble BBs, of a spedfied size for the initial
popuation referred to as Partialy Enumerative Initiaization (PEI). This approach is
usualy nat efficient since utili zing the full enumeration is computationally expensive.
Thus we modified our MOMGA to use aprobabilistic goproadch to initializing the
popuation referred to as Probabilisticdly Complete Initidizaion (PCI) [1]. The
probabili stic BB approach initializes the popuation by creaing a cntrolled number
of BB clones of a spedfied size These BBs then are filtered to probabili sticdly en-
sure that al of the desired BBs are in the initial popuation. This approach shoud
effedively reducethe mmputational bottlenedk encourtered with PEI.

3 Pareto Front Analysisand Results

This paper compares the results that the modified MOMGA obtains with the results
that other well-known MOEAs and the original MOMGA adhieve for numerous un-
constrained test functions. In ou previous reseach onthe MOMGA, this MOEA test
suite was utili zed to allow for absolute cmmparisons of different MOEA approades.
Thus, this MOEA test suite is aso utilized in the cmparison d the performance of
the modified MOMGA to ather popuar MOEAs [2,4]. We dso evaluate MOPs that
contain side mnstraints for inclusion into the suite based uponan extensive dassfica
tion d constrained MOPs. Utili zation o the test suite is advantageous to the commu-
nity in the fad that it presents data that is base lined from a standard test suite [4].

These test problems all attempt to find the global maximum or minimum curve or
surface depending onthe optimizetion criteria, through the use of a Pareto Front
(PP analysis. The true optimum values, to the Multiobjedive Problem being solved,
lie on the true Pareto Front denoted PF, .. All MOEAs attempt to find this true
Pareto Front but in aduality may nat. The values that the MOEA determines to be
optimum are referred to as PF . In many cases the true global optimum is not
found byany EA, however, a “good’ analysis of the PF,_  values are necessary to
determine if they are dose enoughto the PF,  valuesto be satisfadtory solutionsto a
MOP[2].

Statisticd analysis of the experimental results, and olservations made ae pre-
sented. We dso quantitatively compare our MOEA performance with athers. Since
no single metric can represent total performance of an MOEA, a series of appropriate
metricsis used to measure the performancein the phenotype domain [4]. The metrics
used consist of comparisons of the PF, . valuesto the PF, valuesto cdculate aror
ratios, generational distances, maximum PF error, and spadng aongthe Pareto Front
[3]. Genotype metrics are dso considered including error ratio, generational distance,
spadng, and owrall nondaminated vedor generation measures[2]. Ancther phil oso-
phicd development of atest suite refleds smilar functiondlity [5].

rue
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The work presented also focuses on complex optimization groblems much like
those facel by design engineas. Throughtesting and analysis it is $1own that the
PCI MOMGA performs as well as or better than the PEI MOMGA and many dof the
well-known MOEA implementations. These other MOEA implementations include
the Multiobjedive Genetic Algorithm (MOGA), the Vedor Evaluated Genetic Algo-
rithm (VEGA), the Nondaminated Sorting GA (NSGA), and the Strength Pareto EA
(SFEA) [5]. The modified MOMGA tendsto be @ effedive athe origind MOMGA
in regard to the fore mentioned urconstrained numericd functions as well as con-
strained MOPs using the @ove metrics. An efficiency improvement was anticipated
in fewer individual fitnesscdculations due to the PCI modification. We ae ontinu-
ing to modify the MOMGA to address more complex problems, including dscrete
optimization NP Complete (NPC) problems, i.e. knapsad, TSP, etc.

4 Conclusions

Throughinitial testing, the modified MOMGA has $hown to be more dficient then its
predecesr using a test suite of MOPs [2]. Thisis as expeded since we have moved
from a PEI implementation to a PCI initializaion d the popuation and have reduced
the computation bdtlenedk imposed by PEI.  Further analysis of constrained test
functions for inclusion into ou suite is currently being completed. Additional focus
on inpu parameters may yield better performance results as this testing was com-
pleted utilizing generic test parameter values. Further testing will center on perform-
ance evaluations of the MOMGA on NPC MOPs and red world applicability by in-
creasing the size of the MOPstested. Preliminary results show that our modifications
have increased the dficiency of the MOMGA. Future work will also include parallel-
izing the PCIl MOMGA and completing a statisticd analysis of the resullts.
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