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Abstract— In many applications it can be advantageous for
the decision maker to have multiple options available for a
possible realization of the project. One way to increase the
number of interesting choices is in certain cases to consider
in addition to the optimal solution x

∗ also nearly optimal or
approximate solutions which differ in the design space from
x
∗ by a certain value. In this paper we address the efficient

computation and discretization of the setE of ǫ-approximate
solutions for scalar optimization problems. For this we will
suggest two strategies to archive and update the data coming
from the generation process of the search procedure, and will
use Differential Evolution coupled with the new archivers for
the computation ofE. Finally, we will demonstrate the behavior
of the archiver empirically on some academic functions as well
as on two models related to space mission design.

I. I NTRODUCTION

One common way to solve a real world engineering
problem is by transforming it into an optimization problem
and to seek for the (at least one) optimal solution. From a
practical point of view, however, it can in some cases make
sense to include in addition to the optimal solutions also
nearly optimal ones since by this the decision maker (DM)
can be offered a larger variety of possibilities: two solutions
which are ‘near’ in objective space (i.e., have similar
objective values) may differ significantly in parameter
space. The storage of both solutions may give the DM a
second option for the realization of his/her project.
As one example we consider the objective shown in Figure
1. In case the DM is willing to accept a deterioration ofǫ,
f contains next to the global minimizerx1 also the local
minimizer x2 which is such an ‘ǫ-approximate solution’
(i.e., the function values off(x1) and f(x2) differ by less
than ǫ). As well, all other points in[a, b] ∪ [c, d] are also
approximate solutions, however, they are all ‘dominated’
within their connected components by the solutionsx1 and
x2 and are possibly too near to them in order to give the DM
a significant new alternative to eitherx1 or x2. Hence, an
‘optimal’ outcome of the optimization process (depending
on the problem) could be to present the possible choices
x1 and x2 – and no other solution in order not to confuse
the DM and for sake of an efficient computation (since no
superfluous options have to be stored and updated).
As another example we consider the problem of
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designing an ‘optimal’ trajectory from Earth to the
comet 67P/Churyumov-Gerasimenko (see [10], [12], and
also Section V.C of this paper). One crucial parameter is the
launch dateT0 which is in the time window[1460, 1825]
MJD2000 (Modified Julian Date 2000). The best known
solution is a trajectoryP1 with T0(P1) = 1546 [MJD2000]
(value rounded) and objective valuef(P1) ≈ 1.34 [km/s]
(measured is the total variation in velocity that the engines
have to deliver to reach the destination). If the DM is
willing to accept a deterioration ofǫ = 0.5 [km/s], then
he/she is given (among others) another two possible local
optimal trajectoriesP2 (with T0(P2) = 1619 [MJD2000]
and f(P2) = 1.76 [km/s]) and P3 (with T0(x3) = 1748
[MJD2000] andf(x3) = 1.76 [km/s]). Hence, in that case
the DM is offered two more choices for the launch of the
spacecraft (2.5 respectively 6.5 months afterT0(P1)).

Here we address the problem of computing approximate
solutions of scalar optimization problems. Since the set
E of theseǫ-approximate solutions typically forms ann-
dimensional set, wheren is the dimension of the parameter
space, a suitable discretization is mandatory in order to be
applicable to real world problems. In this work, we focus on
the approximation of the local minima withinE and discuss
possible discretization strategies in case the objective is
‘flat’ around a local minimum inE (as this is for instance
the case for the ‘funnels’ in models related to space mission
design). For this, we will propose and investigate one
archiving strategy which we will combine with Differential
Evolution (DE) in order to obtain an efficient algorithm for
the approximation ofE.
The current work can be considered as an ‘extension’
of previous studies on the computation of approximate
solutions for multi-objective optimization problems (MOPs),
see [5], [7], [9]. The crucial difference when considering
scalar optimization problems (i.e., one objective) is that
in that case a discretization in parameter space can be
performed. As we will see later on, a discretization of the
set of interest is mandatory, and in case multiple objectives
are under consideration, a discretization in parameter space
leads either to a tremendous number of archive entries when
choosing small or even moderate values for the discretization
parameter, or leads to grave loss of information in case
this parameter is large. The latter is due to the fact that
the Pareto set typically forms a (k − 1)-dimensional object,
wherek is the number of objectives in the MOP, and hence,
a discretization around a promising point (optimal or nearly
optimal) leads to a nonobservance of an entire (and large)



Fig. 1. Example of an objective function with two minimax1 and x2

which are similar in objective space but differ in parameterspace.

optimal region. This changes, however, if only one objective
is under consideration since in that case the (local or global)
optima are typically isolated (as in Figure 1), and hence, a
discretization can in principle be performed in parameter
space without essential loss of information.
Approximate solutions in space mission design problems
have already been considered in [11], where a hybrid
multiagent approach has been chosen for their detection.
Finally, our approach is similar in spirit to multi-modal
optimization, where the aim is to detect all local minima
within a given region (e.g., [2], [14]).

The remainder of this paper is organized as follows:
in Section II, we give the required background for the
understanding of the sequel. In Section III, we present
and investigate the set of interest, and propose in Section
IV methods for their efficient computation. In Section V,
we present some numerical results, and finally draw some
conclusions in Section VI.

II. BACKGROUND

In the following we consider single-objective optimization
problems (SOPs) of the form

min
x∈Q

f(x), (1)

wheref : Q ⊂ Rn → R. For theoretical purposes we will
have to assume that the domainQ is compact, the reader
may think of ann-dimensional box

Q = {x ∈ Rn : ai ≤ xi ≤ bi, i = 1, . . . , n} , (2)

where ai and bi are the lower and upper bounds of each
parameterxi. The solution set of (1) is given by

MQ := {x ∈ Q : f(x) ≤ f(y) ∀y ∈ Q}. (3)

Note thatMQ does not have to consist of one single solution,
however, except for plateau functions the solution set willbe
a finite set of points (i.e., a0-dimensional set).
Algorithm 1 gives a framework of a generic stochastic
optimization algorithm, which will be considered in this work
[1]. Here,Q ⊂ Rn denotes the domain of the MOP,Pj the

Algorithm 1 Generic Stochastic Search Algorithm
1: P0 ⊂ Q drawn at random
2: A0 = ArchiveUpdate(P0, ∅)
3: for j = 0, 1, 2, . . . do
4: Pj+1 = Generate(Pj)
5: Aj+1 = ArchiveUpdate(Pj+1, Aj)
6: end for

candidate set (or population) of the generation process at
iteration stepj, andAj the corresponding archive.

Finally, we define some distances between points as well
as between different sets which we will need to evaluate the
approximation quality of our solutions.

Definition 2.1: Let u, v ∈ Rn andA, B ⊂ Rn. The semi-
distance dist(·, ·) and the Hausdorff distancedH(·, ·) are
defined as follows:
(a) dist(u, A) := inf

v∈A
‖u − v‖

(b) dist(B, A) := sup
u∈B

dist(u, A)

(c) dH(A, B) := max {dist(A, B), dist(B, A)}

III. T HE SET OF INTEREST

In the following we define the set of interest,MQ,ǫ, and
discuss some of its topological properties.

Definition 3.1: Let ǫ > 0, then the set ofǫ-efficient
solutionsMQ,ǫ of (1) is defined by

MQ,ǫ = {x ∈ Q : f(x) − ǫ ≤ f(y) ∀y ∈ Q}. (4)

We say that a pointx is an ǫ-approximate solution of a set
A if f(x) − ǫ ≤ f(a) for all a ∈ A.

Example 3.2: (a) Let f : Rn → R be given by

f(x) =

n
∑

i=1

x2
i , (5)

then the setsMQ andMQ,ǫ for an ǫ > 0 are given by

MQ = {0}, MQ,ǫ = {x ∈ Rn :

n
∑

i=1

x2
i ≤ ǫ}, (6)

i.e., MQ,ǫ is the closed ball with center0 and radius
ǫ2.

(b) The set of approximate solutions for the
introductory example (see Figure 1) is given by
MQ,ǫ = [a, b] ∪ [c, d], i.e., the set is disconnected.

The following little discussion shows thatMQ,ǫ is typically
n-dimensional (whereasMQ is typically 0-dimensional):

let x∗ ∈ MQ ∩
◦

Q, where
◦

Q denotes the interior ofQ,
and f continuous. Then there exists by continuity off a
neighborhoodN of x∗ insideQ such that

f(x) − ǫ ≤ f(x∗) ∀x ∈ N, (7)



and hence, then-dimensional setN is contained inMQ,ǫ.
Thus, suitable discretization strategies are required forthe
efficient use of approximate solutions.

Another important aspect is the connectedness of the
set of interest. It can be shown (analog to [6]) that in
case the objectivef is convex, thenMQ,ǫ is connected
(and can possibly be computed most efficiently by local
search procedures), but this does not hold in general, as the
above example shows. Hence, global strategies are typically
required for the approximation ofMQ,ǫ.
Finally, it is important to note that the approach can be
used to detect multiple solutions inMQ since every optimal
solution is also anǫ-approximate solution. To be more
precise, the set of optimaMQ is contrained inMQ,ǫ for
everyǫ > 0. Furthermore, it is

MQ =
⋂

ǫ>0

MQ,ǫ. (8)

Classical elitist approaches have strong limitations in detect-
ing multiple solutions since there is typically only one ‘best’
(scalar) value out of a finite set of candidates (which changes,
however, in case the model contains multiple objectives).
Regarding this, it is important to note that a discretization
of MQ,ǫ can not be performed by looking at the objective
values (as e.g. done in [6] for the multi-objective case).

IV. A N ALGORITHM FOR THEAPPROXIMATION OFMQ,ǫ

In this section we present one possibility to compute ap-
proximations ofMQ,ǫ. Following the notation of Algorithm
1, we will consider separately the archiver and the generator
which form the evolutionary strategy.

A. Two Archiving Strategies

In the following we discuss two possible archiving strate-
gies aiming for the representation ofMQ,ǫ, one which
captures allǫ-approximate solutions out of the obtained data,
and one which uses a certain discretization strategy.
The first archiver we consider here,ArchiveUpdateMQ,ǫ,
is shown in Algorithm 2. The algorithm captures all efficient
solutions out of the obtained data (i.e., the candidate sets
Pi). To be more precise, letCl be the set of all considered
points up to iteration stepl, i.e.,Cl :=

⋃l

i=1
Pi, then for the

archiveAl after thel-th step of the search it holds:

Al = MCl,ǫ = {x ∈ Cl : f(x) − ǫ ≤ f(y) ∀y ∈ Cl}. (9)

However, due to the dimension ofMQ,ǫ the strategy is apart
from the theoretical point of view only interesting e.g. if the
cost of a function evaluation is relatively high, i.e., if only
a moderate amount of function calls can be spent within a
given time budget. In that case it makes sense to storeall
interesting information (and not too lose single promising
candidates due to discretization) andArchiveUpdateMQ,ǫ

can be chosen without significant computational loss.
More interesting—and mandatory for the efficient ap-

plication to real world problems—is certainly to filter the

Algorithm 2 A := ArchiveUpdateMQ,ǫ (A0, P, ǫ)

Require: archiveA0, candidate setP ⊂ Q, toleranceǫ ∈R+

Ensure: updated archiveA
1: A := A0

2: for all p ∈ P do
3: if 6 ∃a ∈ A : f(a) + ǫ ≤ f(p) then
4: A := A ∪ {p}
5: end if
6: for all a ∈ A do
7: if f(p) + ǫ < f(a) then
8: A := A\{a}
9: end if

10: end for
11: end for

incoming data farther by considering a suitable discretization
strategy. For this, we proposeArchiveUpdateMQ,ǫDx (see
Algorithm 3) which is similar to the first archiver but
performs a selection of the promising data. The underlying
idea of ArchiveUpdateMQ,ǫDx is to keep (locally) best
found solutions within a certain range (usingǫ ∈ R+ in
objective space and a vector∆ ∈ Rn

+ in parameter space)
and to discard inferior points in the neighborhood of these
ones in order to obtain a suitable discretization (compare to
the motivating example in Section I).
More precisely, given an archiveA0 and a candidate solution
p, the new archiverA is constructed as follows:p is rejected
(and hence,A is set toA0) if eitherp is not anǫ-approximate
solution ofA0 (i.e., f(xb) + ǫ < f(p), wherexb is the best
found solution), or if there exists an elementa ∈ A0∩B∞

∆ (p),
where the neighborhoodB∞

∆ (p) is defined as

B∞

∆ (p) := {x ∈ Rn : |xi − pi| < ∆i, i = 1, .., n}, (10)

which is at least as good asp (line 6 of Algorithm 4).
If p is not discarded, this means that (i) this point is an
ǫ-approximate solution ofA, and (ii) that it is the best point
in its neighborhood (the latter defined by∆ ∈ Rn

+). Hence,
the new archiveA consists ofp as well as all other points of
A0 which areǫ-approximate solutions ofp, and which are
not in the∆-neighborhood ofp (lines 10-14 of Algorithm
3).
Note that ArchiveUpdateMQ,ǫDx in Algorithm 3 is
formulated for the consideration of one candidate point
p, however, an extension to entire setsP ⊂ Q is
straightforward. Further, for the sake of a better readability
we have explicitly stated the best found solutionxb. This is
in fact not required since the best found solution is always
included in the archive due to the construction of Algorithm
3.
Results of the sequence of archives when using
ArchiveUpdateMQ,ǫDx are not as straightforward as
for the first archiverArchiveUpdateMQ,ǫ. Given Al and
Cl as above, and denote byxb,l the best found solution in



stepl, then it holds

xb,l ∈ MCl
, Al ∈ MCl,ǫ, (11)

however, further approximation qualities for finite candidate
solutions{p1, . . . , ps}, s ∈ N, cannot be given since the final
archiveAl depends on the order the candidate solutionspi are
considered. To elucidate the behavior of the distribution of
the sequence of archives withinMQ,ǫ convergence analysis
is required which we leave for future work. Instead, we will
present some numerical results in order to demonstrate the
usefulness of the novel strategy, which we will do in the next
section.

Algorithm 3 {A, xb} :=
ArchiveUpdateMQ,ǫDx (A0, xb,0, p, ǫ, ∆)

Require: archive A0, best found solutionxb,0, candidate
solution p ∈ Q, tolerance ǫ ∈ R+, discretization
parameter∆ ∈ Rn

+

Ensure: updated archiveA, best found solutionxb

1: if f(p) < f(xb,0) then
2: xb := p
3: else
4: xb := xb,0

5: end if
6: if f(xb) + ǫ < f(p) or (∃a ∈ A0 : p ∈ B∞

∆ (aj) and
f(a) ≤ f(p)) then

7: A := Ao ⊲ discardp
8: return
9: end if

10: A := {p}
11: for all a ∈ A0 do
12: if f(a) ≤ f(xb) + ǫ anda 6∈ B∞

∆ (p) then
13: A := A ∪ {a}
14: end if
15: end for

Crucial for the successful application of the latter archiver
is certainly the proper choice of∆. By construction of the
archiver it holds for every archive entrya ∈ Al

A ∩ B∞

∆ (a) = {a}, (12)

and hence, the choice of∆ has a direct influence on the
distribution of the archive entries (see e.g. the numerical
results in Section V.B). In general, smaller values lead to
a better approximation quality (measured in the Hausdorff
sense), however, too small values should be avoided in order
to prevent huge archive sizes. Larger entries of∆ lead to the
focus (and in the ideal case also to a complete reduction)
of the local minima withinMQ,ǫ, however, the possibility
increases that several minima are located within one∆-
neighborhood.
In case the objectivef is derived from a real world problem,
a rule of thumb could be to choose the entries of∆ such
that two solutionsx1 andx2 within the same setB∞

∆ (x) do
not represent different options for the DM. As an example,

consider the departure timeT0 of a trajectory design problem.
If two trajectories are given where the departure time does
not differ significantly (say, less than one week), the two tra-
jectories can not be regarded as different (at least according
to T0), and the choice would always be in favor of the best
of both trajectories (i.e., the inferior trajectory does not have
to be stored). In this manner the required number of archive
entries depends on the behavior off and the preferences of
the DM.

B. A Possible Generator

For the approximation ofMQ,ǫ we have chosen to use
Differential Evolution (DE, see [4]) as the basis for our
strategy since this state of the art heuristic has shown its
efficiency on a variety of scalar optimization problems,
including problems related to space mission design (e.g.,
[3]). In order to obtain a search procedure aiming for an
approximation ofMQ,ǫ instead of ‘just’ the best solution we
utilize—using the notation of Algorithm 1—DE as generator
coupled with the new archivers. That is, during the run of DE,
we take the members of the population after each generation
and insert them into the archiver (see Algorithm 4).

Algorithm 4 DE + ArchiveUpdateMQ,ǫDx

1: procedure DE
2: A0 = ArchiveUpdate(P0, ∅).
3: Generate a random initial populationP0.
4: for j = 0, 1, 2, . . . do
5: Apply the DE operators toPj in order to get
6: a new populationPj+1.
7: for everyp ∈ Pj+1 do
8: Aj = ArchiveUpdate(p, Aj).
9: end for

10: Aj+1 = Aj .
11: end for
12: end procedure

V. NUMERICAL RESULTS

In the following we present some numerical results on two
academic problems as well as on two space mission design
problems in order to demonstrate the benefit of both the new
archiver and the new strategy for the approximation ofMQ,ǫ.

A. Example A

The first academic function we consider isf : Q ⊂ R2 →R, where

f(x) =







− sin(x1) sin(x2) if (x1, x2) ∈ [0, 10]2

− sin(x1) sin(x2) + 1 otherwise.
(13)

and domainQ = [0, 200]2. The objective is constructed
such that the minima are located within[0, 10]2, i.e., MQ =
{x∗

1, x
∗

2, x
∗

3, x
∗

4, x
∗

5}, where
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Fig. 2. Surface and contour plot of objective (13) within theranges[0, 10]2

and the setsMQ,ǫ for different values ofǫ (the circles around the minimizers
x∗i indicate the boundaries ofMQ,ǫ).

x∗

1 =
(π

2
,
π

2

)

x∗

2 =

(

π

2
,
5π

2

)

x∗

3 =

(

5π

2
,
π

2

)

x∗

4 =

(

3π

2
,
3π

2

)

x∗

5 =

(

5π

2
,
5π

2

) (14)

If choosing for instanceǫ = 0.3 the set of approximate
solutionsMQ,ǫ consists of five connected components, each
of them containing one minimizerx∗

i . Further, for∆ = (2, 2)
an ‘optimal’ archiverA contains exactly five solutions, each
of them approximating one minimizerx∗

i (compare to Figure
2).

In order to compare the result of our approach (i.e., DE +
archiver) we have chosen a multistart optimization process
(usingFMINCON of Matlab1) and a random search procedure,
both equipped with the archiverArchiveUpdateMQ,ǫDx.
Tables I to III show some averaged numerical results using
the three algorithms and a budget of 12,000 function calls
per run. For DE, we have used a population size of 200, the
rand/1 strategy, and theFweight factor of the DE was set
to 0.9 in all cases. Table I shows the number of connected
components detected by each method. Here, DE clearly
outperforms the two other methods. This is important to
note since the maintainance of diversity is an important
issue when considering approximate solutions as motivated
in the introduction. Tables II and III are dedicated to the
(local) convergence behavior of the archive entries. Since
MQ consists of 5 different solutions, we have chosen to use
for a comparison the values (note that both setsAfinal and
MQ are finite, and hence, we can usemin andmax)

dist(Afinal, MQ) = max
a∈Afinal

min
i=1,..,5

‖a − x∗

i ‖, (15)

i.e., the maximal distance from an archive entry ofAfinal

to MQ, and the Hausdorff distance

1http://www.mathworks.com

dH(Afinal, MQ) = max(dist(Afinal, MQ), dist(MQ, Afinal)),
(16)

where

dist(MQ, Afinal) = max
i=1,..,5

min
a∈Afinal

‖x∗

i − a‖. (17)

Surprisingly, DE can compete with theFMINCON solver
when consideringdist(Afinal, MQ) in this example (and
is even better in the mean), and is by far the best when
considering the Hausdorff distance. The latter is strongly
connected to the result in Table I.

Summarizing, it can be said that the new strategy (DE +
ArchiveUpdateMQ,ǫDx) is efficient in approximating all
the local minima ofMQ,ǫ (and only them in this case).
However, it has to be noted that the result highly depends on
the choice ofǫ and∆ which is ad hoc unclear for this (and
other) academic model.

TABLE I

NUMBER OF COMPONENTS FOUND BY EACH METHOD. M INIMUM ,

MAXIMUM AND AVERAGE VALUES ARE OVER 100RUNS.

Num. of components found
Method Min Mean Max

Random Search 1 2.92 5
Multistart (fmincon) 0 1.79 4

Using DE 4 4.97 5

TABLE II

DISTANCE FROM THE ARCHIVE OBTAINED WITH EACH METHOD TO THE

OPTIMA SET. M INIMUM , MAXIMUM AND AVERAGE VALUES ARE OVER

100RUNS WITH AT LEAST ONE COMPONENT REACHED.

dist(Afinal, MQ)
Method Min Mean Max

Random Search 1.54819e-01 7.95134e-01 3.30567e+00
Multistart (fmincon) 7.18079e-07 1.48833e-01 3.46062e+00

Using DE 4.17808e-03 2.96775e-02 3.96064e-01

TABLE III

HAUSDORFF DISTANCE BETWEEN THE ARCHIVE OBTAINED WITH EACH

METHOD AND THE OPTIMA SET. M INIMUM , MAXIMUM AND AVERAGE

VALUES ARE OVER 100RUNS WITH AT LEAST ONE COMPONENT

REACHED.

Hausdorff
Method Min Mean Max

Random Search 6.76238e-01 5.20366e+00 9.32016e+00
Multistart (fmincon) 4.44283e+00 6.28666e+00 1.12152e+01

Using DE 4.17808e-03 2.51149e-01 4.44260e+00

B. Example B

The next academic function we consider is (compare to
Example 3.2)

f : R2 → R
f(x) = x2

1 + x2
2

(18)



Figure 3 shows some numerical results for the two dif-
ferent archiving strategies and different discretizations. In
all cases we have chosenǫ = 1 and have insertedN =
100, 000 randomly chosen points out of the domainQ =
[−2, 2]2 into the archivers. Figure 3 (a) shows the result
of ArchiveUpdateMQ,ǫ, where the final archiveAfinal

consists of the numerically intractable amount of 16,607
elements. Figure 3 (b) shows a result of the archiver
ArchiveUpdateMQ,ǫDx using ∆ = (0.1, 0.1) leading to
175 archive entries. Though this is unlike the first result a
tractable number of elements, similar small values of the
entries of ∆ can quickly lead to similar problems when
increasing the number of parameters. A possible remedy
could be (if possible) to assign different values for the entries
∆i according to their significance. Figure 3 (c) shows a result
of ArchiveUpdateMQ,ǫDx for ∆ = (0.1, 1). Hereby, it is
assumed that a change inx1 is relatively important (and
results with even small changes inx1 have to be stored)
while a change in parameterx2 is not of relevance (or not as
relevant as a change inx1). Hence, the result in Figure 3 (c)
resembles rather a 1-dimensional set than a 2-dimensional set
(as it is the case forMQ,ǫ). Proceeding in a similar manner,
the ‘dimension’ ofMQ,ǫ (and hence the number of elements
in the archive) can be reduced in any order according to the
problem and the computational limitations: if, in the extreme
case, the value∆i = bi − ai is chosen, whereai andbi are
the bounds for parameterxi, then the archiver makes no
distinction with respect toxi, and hence, the ‘dimension’
of the outcome set obtained byArchiveUpdateMQ,ǫDx is
indeed reduced.

C. Rosetta

Next to the previous academic examples we consider
two interplanetary trajectory design models. The peculiarity
of both problems (as well as other problems related to
space mission design) is that the local minima are—similar
Rosenbrock’s famous banana function—typically located
in long, narrow, and flat valleys. Hence, such problems
are typically (i) hard to solve and (ii) the approximation
of MQ,ǫ by using ArchiveUpdateMQ,ǫDx can contain a
tremendous number of archive entries for small or even
moderate values of∆ (as observed in the two cases at
hand since in both cases the dimension of the parameter
space isn = 22). To avoid this and to obtain a meaningful
approximation ofMQ,ǫ we have proceeded as described
in the previous subsection: we have divided the domain
into ‘significant’ and ‘insignificant’ parameters. For the
significant parameters (launch date, initial velocity, time
of flights) we have chosen the discretization parameter
∆i = (bi − ai)/0.01, i.e., one percent of the given range
[ai, bi], and for the insignificant parameters (angles,k2) we
have chosen the value∆j = (bj − aj)/0.1.

The Rosetta case is a multi gravity assist trajectory from
the Earth to the comet 67P/Churyumov-Gerasimenko fol-
lowing the gravity assist sequence that was planned for the
spacecraft Rosetta: Earth–Earth–Mars–Earth–Earth–Comet.
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Fig. 3. Numerical results for SOP (18) using different archiver and different
discretization parameters.

The trajectory model we consider here is the one described
in [10], [12]. Figure 4 shows three projections of the final
archive Afinal of one run of the algorithm described in
Section III for ǫ = 0.5 [km/s] and∆ as described above.
Afinal consists of a total of 122 elements and contains an
approximation of the best known solutionP1 with f(P1) ≈
1.34 [km/s] [12] as well as otherǫ-approximate solutions
of P1 within three connected components. The three local
optima within the components are shown in Table IV. As
already mentioned in the Introduction, the DM is offered (at
least) two more options in addition to the best known trajec-
tory. Also, the number of archive entries is tractable sinceit
does not slow down the computational cost significantly. If,
hypothetically, for unified small values of∆i three points
per coordinate direction and connected component would



have been required for the approximation (which is much
less than shown in Figure 4), this would have led to a total
of 3 ∗ 322 ≈ 1011 archive entries, which would certainly not
have been realizable.

TABLE IV

THE THREE LOCAL SOLUTIONSPi , i = 1, 2, 3, FROM THE THREE

CONNECTED COMPONENTS SHOWN INFIGURE 4.

Variable Units P1 P2 P3

x1 MJD2000 1.542E+03 1.748E+03 1.620E+03
x2 km/sec 4.443E+00 5.000E+00 5.000E+00
x3 n/a 9.881E-01 5.146E-01 9.613E-01
x4 n/a 5.623E-01 2.958E-01 5.000E-01
x5 days 3.652E+02 3.652E+02 4.940E+02
x6 days 7.082E+02 5.391E+02 5.389E+02
x7 days 2.574E+02 6.810E+02 6.811E+02
x8 days 7.304E+02 6.307E+02 6.309E+02
x9 days 1.850E+03 1.818E+03 1.813E+03
x10 n/a 3.178E-01 5.496E-01 4.151E-01
x11 n/a 8.097E-01 1.088E-01 9.516E-02
x12 n/a 1.361E-01 4.308E-01 3.963E-01
x13 n/a 6.566E-01 2.713E-01 4.703E-02
x14 n/a 4.375E-01 4.908E-01 4.876E-01
x15 n/a 2.986E+00 2.374E+00 1.699E+00
x16 n/a 1.050E+00 1.050E+00 1.050E+00
x17 n/a 3.202E+00 3.326E+00 3.338E+00
x18 n/a 1.050E+00 1.050E+00 1.050E+00
x19 rad 3.273E+00 3.122E+00 3.361E+00
x20 rad -2.187E-01 -4.443E-01 -4.423E-01
x21 rad 3.135E+00 2.556E+00 2.560E+00
x22 rad 3.554E+00 3.656E+00 3.656E+00

F (P ) 1.342E+00 1.763E+00 1.770E+00

D. Cassini

The Cassini case is a multi gravity assist trajectory from
the Earth to Saturn following the sequence Earth-Venus-
Venus-Earth-Jupiter-Saturn (EVVEJS), but a deep space ma-
neuver is allowed along the transfer arc from one planet to
the other according to the model presented in [10], [13]. The
objective is in this case the∆vf which is the modulus of the
vector difference between the velocity of Saturn at arrival
and the velocity of the spacecraft at the same time.
Figure 5 shows a final archiveAfinal (with |Afinal| = 635)
obtained from this model using the same values forǫ and
∆ as for the Rosetta case. Also here, the DM is offered a
variety of options which all differ at least by the value of∆,
and are hence all indeed distinct solutions for the DM.

VI. CONCLUSIONS ANDFUTURE WORK

In this paper we have addressed the problem of
computing the setMQ,ǫ of ǫ-approximate solutions of a
scalar optimization problem which includes the detection
of multiple minimizers. For this, we have proposed two
archiving strategies, one which captures allǫ-approximate
solutions out of the obtained data, and another one
which uses a certain discretization strategy. Since the
dimension ofMQ,ǫ is typically n, wheren is the number
of parameters involved in the model, the first archiver is
mainly of theoretical interest, and a suitable discretization
is mandatory. The strategy we use in the second archiver
is designed to focus on the local minima withinMQ,ǫ,

however, the outcome of the archiver is crucially dependent
on the choice of the discretization parameter∆ ∈ Rn

+

which has hence to be chosen problem dependent. Since
the ‘optimal’ choice of this parameter may be ad hoc
unclear, or intuitive choices may lead to a numerically
untractable number of archive entries, we have indicated
one way to reduce the elements in the archive which
has an analog effect as the reduction of the dimension
of the set of interest and which allows for the efficient
treatment of higher dimensional problems. Finally, we have
shown the efficiency of the search strategy (DE coupled
with the new archiver) on some benchmark functions and
its usefulness on two models related to space mission design.

For the future, it remains to consider the limit behavior
with respect to convergence and distribution of the sequence
of archives under certain assumptions on the generation
process (as e.g. done in [5], [8], [7] for multi-objective
optimization problems). Further, an adaptive choice of∆
would be of particular interest for both theoretical and prac-
tical considerations: such an adaptation could for instance be
used to explore the neighborhood of a locallyǫ-approximate
solution within MQ,ǫ since this set is very important to
quantify its robustness. Finally, open branches of research
can be found when interleaving the archive with the generator
heuristic (DE, PSO, etc.) as a matter of feedback into its main
population.
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