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Abstract


In this paper, we present an algorithm inspired on the T-Cell model of the im-
mune system (i.e., an artificial immune system), which is used to solve Economic
Dispatch Problems. The proposed approach is called IA EDP, which stands for
Immune Algorithm for Economic Dispatch Problem, and it uses two versions of
a redistribution power operator which tries to keep feasible the solutions that it
finds. The proposed approach is validated using eight problems taken from the
specialized literature. Our results are compared with respect to those obtained
by several other approaches. We also perform some statistical analysis in order
to determine the sensitivity of our proposed approach to its parameters.


Keywords: Artificial immune systems, economic dispatch problem,
metaheuristics


1. Introduction


Power engineering is a subfield of electrical engineering that deals with the
generation, transmission, distribution, and utilization of electric power. This is
a network of interconnected components which converts different forms of energy
to electrical energy. The four subsystems that compose a modern power system
are: the generation subsystem, the transmission subsystem, the distribution
subsystem, and the utilization subsystem. In the first one, the power plant
produces the electricity. The second one transmits electricity to the load centers.
The distribution subsystem continues to transmit the power to the customers.
The utilization system is concerned with the different uses of electrical energy
such as light, refrigeration, heating, air conditioning, domestic devices (e.g.,
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tv sets, personal computers, microwave ovens, etc.), and water pumps, among
many others.


During the generation of electrical power, another energy (e.g., hydraulic) is
transformed into electricity. This transformation process may include the use
of chemical, photo-voltaic, and electromechanical energy.


The fuel cost and the efficiency of the power station determine the operat-
ing costs of generating electrical energy. Thus, the economic dispatch problem
(EDP) has become a very important task in the operation and planning of
power systems. Its main objective is to optimize the generation of electricity
from among the available units, such that the total generation cost is minimized
whilst the constraints considered by the system are satisfied.


Classical methods have been proposed to solve EDP, but they suffer from
some limitations (for instance, the objective functions and the constraints must
be differentiable). On the other hand, modern heuristic algorithms have proved
to be able to deal with nonlinear optimization problems, e.g., EDPs.


In this paper, we propose an algorithm to solve EDPs which is inspired on
the T cells from the immune system. Once the algorithm has found a feasi-
ble solution, it applies two redistribution power operators in order to improve
the original solution with the aim of keeping such a solution feasible at a low
computational cost.


The remainder of this paper is organized as follows. Section 2 defines dif-
ferent variations of the economic dispatch problem. Section 3 provides a short
review of some of the approaches which were used to solve EDPs. In Section 4,
we describe our proposed algorithm. In Section 5, we present the test problems
used to validate our proposed approach and a statistical analysis of the impact
of the parameters settings on the performance of our proposed IA EDP. In Sec-
tion 6, we present our results and we discuss and compare them with respect
to other approaches. Finally, in Section 7, we present our conclusions and some
possible paths for future research.


2. Problem Formulation


The objective of Economic Dispatch Problem (EDP) is to minimize the total
generation cost of a power system while satisfying several constraints associated
to the system, such as load demands, ramp rate limits, maximum and minimum
limits, and prohibited operating zones. The objective function type (smooth
or non smooth) and the constraints which are considered in the problem will
determine how hard is to solve the problem.


2.1. Objective Function


The mathematical formulation of the total fuel cost function (TC) is given
by:


minimize


TC =


N∑
i=1


Fi(Pi) (1)
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where N is the number of generating units in the system, Pi is the power of ith


unit (in MW) and Fi is the total fuel cost for the ith unit (in $/h).
The fuel cost function characteristics define if it is smooth1 or non-smooth:


An EDP with a smooth cost function: it represents the simplest cost function.
It can be expressed as a single quadratic function:


Fi(Pi) = aiP
2
i + biPi + ci (2)


where ai , bi and ci are the fuel consumption cost coefficients of the ith


unit.


EDP with a non-smooth cost function: it includes multiple non-differentiable
points in order to represent the valve-points loading effects2 that are
present in EDP. It can be expressed as a quadratic and a sinusoidal func-
tion:


Fi(Pi) = aiP
2
i + biPi + ci+ | ei sin(fi(Pmini − Pi)) | (3)


with ei and fi being the fuel cost coefficients of the ith unit with valve-
point effects.


2.2. Constraints


As we mentioned before, the schedule has to minimize the total production
cost and involves the satisfaction of both equality and inequality constraints.


1. Power Balance Constraint: the power generated has to be equal to the
power demand required. It is defined as:


N∑
i=1


Pi = PD (4)


2. Operating Limit Constraints: thermal units have physical limits about the
minimum and maximum power that can generate:


Pmini ≤ Pi ≤ Pmaxi (5)


where Pmini
and Pmaxi


are the minimum and maximum power output of
the ith unit, respectively.


1In mathematical analysis, a function that has derivatives of all orders is called smooth.
2This is a phenomenon that occurs in power plants that usually have multiple valves


to control the power output of the units. When steam admission valves are first opened in
thermal units, a sudden increase in losses is observed which leads to ripples in the cost function
curve [29].
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3. Power Balance with Transmission Loss: some power systems include the
transmission network loss, thus equation (4) is replaced by:


N∑
i=1


Pi = PD + PL (6)


The PL value is calculated with a function of unit power outputs that uses
a loss coefficients matrix B, a vector B0 and a value B00:


PL =


N∑
i=1


N∑
j=1


PiBijPj +
∑
i=1


B0iPi +B00 (7)


4. Ramp Rate Limits: they restrict the operating range of all on-line units.
Such limits indicate how quickly the unit’s output can be changed:


max(Pminj
, P 0


j −DRj) ≤ Pj ≤ min(Pmaxj
, P 0


j + URj) (8)


where P 0
j is the previous output power of the jth unit(in MW) and,


URj and DRj are the up-ramp and down-ramp limits of the jth unit
(in MW/h), respectively.


5. Prohibited Operating Zones: they restrict the operation of the units due
to steam valve operation conditions or to vibrations in the shaft bearing:


Pmini ≤ Pi ≤ P l
i,1


Pu
i,j1 ≤ Pi ≤ P l


i,j , j = 2, 3, ..., nj
Pu
i,nj ≤ Pi ≤ Pmaxi


(9)


where nj is the number of prohibited zones of the ith unit, P l
i,j and Pu


i,j


are the lower and upper bounds of the jth prohibited zone.


For each problem, we need the following information:


1. Number of thermal units (N),


2. Cost for each thermal unit,


3. Operating Limit Constraints,


4. Power Demand (PD),


5. Maximum number of objective function evaluations,


6. Ramp Rate Limits (if applicable).


7. Prohibited Operating Zones (if applicable).


3. Literature Review


This section is aimed to review some of the most representative approaches
used to solve the EDP. Our aim is really to highlight how the EDP has been
tackled using different methods, rather than providing a comprehensive descrip-
tion of each of them.
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Over the last years, several methods have been proposed to solve the EDP.
They can be divided in three main grupos: classical, based on artificial intelli-
gence (AI) and hybrid methods.


Classical techniques become very cumbersome when dealing with complex
dispatch problems, and they are limited due to their lack of robustness and
efficiency in a number of practical applications. Examples of classical methods
include Lagrangian relaxation (LR) [32] and dynamic programming (DP) [24,
41].


Even when AI methods based on optimization techniques do not guarantee,
in general, finding the global optimal solution, they can normally produce feasi-
ble sub-optimal solutions in a reasonably short computational time, which is the
reason why they are widely used to solve the EDP. AI methods include simulated
annealing (SA) [55], genetic algorithms (GAs) [52, 6, 11, 7, 2, 14, 49, 27, 26],
particle swarm optimization (PSO) [15, 37, 45, 43, 42, 48, 35, 51, 5], evolution-
ary programming (EP) [57, 38, 44, 16], tabu search (TS) [39, 40, 20], differential
evolution (DE) [30, 19, 54, 1], harmony search (HS) [9, 33], artificial immune
systems [34, 12] and neural networks [36, 23].


Finally, some researchers have reported the use of hybrid approaches, such as
a combination of a genetic algorithm and the Taguchi method [47], a fuzzy adap-
tive hybrid particle swarm optimization algorithm [28], a hybrid multi-agent
based particle swarm optimization algorithm [21], a combination of chaotic dif-
ferential evolution and quadratic programming [8] a particle swarm optimizer
hybridized with simulated annealing [22, 17], a differential evolution algorithm
with biogeography-based optimization [4], a differential evolution approach hy-
bridized with a cultural algorithm [10], a Shuffle Frog Learning algorithm hy-
bridized with SA [29], a bacterial foraging PSO-DE algorithm [50] and a dif-
ferential evolution approach hybridized with a harmony search algorithm [53],
among others.


4. Our Proposed Algorithm


In this paper, an adaptive immune system model based on the immune
responses mediated by the T cells is presented. T cells belong to a group of white
blood cells known as lymphocytes. They play a central role in cell-mediated
immunity. They present special receptors on their cell surface called T cell
receptors (TCR3) [31].


The model considers some processes that T cells suffer. These are prolif-
eration (to clone a cell) and differentiation (to change the clones so that they
acquire specialized functional properties); this is the so-called activation process.


IA EDP (Immune Algorithm for Economic Dispatch Problem) is an algo-
rithm inspired on the activation process, which is proposed to solve the EDP.
IA EDP operates on one population which is composed of a set of T cells.


3TCRs are responsible for recognizing antigens bound to major histocompatibility complex
(MHC) molecules.
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For each cell, the following information is kept:


1. TCR: it identifies the decision variables of the problem (TCR ∈ <N ).
Each thermal unit is represented by one decision variable.


2. objective: objective function value for TCR, (TC(TCR)).


3. prolif : it is the number of clones that will be assigned to the cell, it is N
for all problems.


4. differ: it is the number of decision variables that will be changed when
the differentiation process takes place (if applicable).


5. TP : it is the power generated by TCR (
∑N


i=1 TCRi).


6. PL: it is the transmission loss for TCR (if the problem does not consider
transmission loss, then PL = 0).


7. ECV : it is the equality constraint violation for TCR (| TP−PD−PL |). If
ECV > 0, then the power generated is bigger than the demanded power,
and if ECV < 0 then the power generated is lower than the required
power.


8. ICS: it is the inequality constraints sum,
∑nj


i=1 poz(TCRi, i)


poz(p, i) =


{
min(p− PZlli , PZuli − p) ifp ∈ [PZlli , PZuli ]
0 otherwise


where nj is the number of prohibited operating zones and [PZlli , PZuli ]
is the prohibited range for the ith thermal unit.


9. feasible: it indicates if the cell is feasible or not. A cell is considered as
feasible if: 1) ECV = 0 for problems without transmission network loss
and 0 ≤ ECV < ε for problems with transmission loss. This means that if
a solution generates less than the demanded power, then it is considered
as infeasible (ECV < 0) and 2) ICS = 0 for problems which consider
prohibited operating zones.


4.1. Differentiation Processes


Each type of cell, feasible or infeasible, has its own differentiation process.


4.1.1. Differentiation for feasible cells


In a random way, one of these processes is applied:


redistribution decrease process: the idea is to take a value (called d) from one
unit (say i) and distribute it (or a part of it) among other units (variables).
ith unit is modified according to:


cell.TCRi = cell.TCRi − d (10)


where d = U(0,min(cell.TCRi − lli,max)), U(w1, w2) refers to a random
number with a uniform distribution in the range (w1,w2), lli is the lower
limit of i and max is the maximum power that can be generated by the
other units according to their current outputs (i.e. max =


∑N
n=1∧n 6=i uln−


cell.TCRn, where uln is the upper limit of n).
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d was designed to avoid: 1) that the ith unit falls below its lower limit and
2) to take from the ith unit more power of what other units can generate.
Next, d has to be distributed among the other units. First, the process
tries to increase one unit, called k (which is chosen either in a random
way or by taking into account its cost, such that less expensive units are
preferred), with d. If this is not possible because the kth unit cannot
generate that power (i.e., cell.TCRk + d > ulk, where ulk is the upper
limit of k), then we assign to the kth unit its upper limits. The remaining
power is distributed among other units following the same idea.


redistribution increase process: the idea here is to increase with a certain value
(called j) to one unit (say i) and to take off this same value (or a part of
it) from the other units. The ith unit is modified according to:


cell.TCRi = cell.TCRi + j (11)


where j = U(0,min(uli − cell.TCRi,min)), U(w1, w2) refers to a random
number with a uniform distribution in the range (w1,w2), uli is the upper
limit of i and min is the minimum power that can be generated by the
other units according to their current outputs. j was designed to avoid: 1)
that the ith unit exceeds its upper limit and 2) that other units fall below
their lower limits. Now, j has to be removed from the other units. First,
the process tries to decrease one unit, called k (which is chosen either in
a random way or by taking into account its cost, in such a way that units
more expensive are preferred), with j. If this is not possible because the
kth unit falls below its lower limit (i.e., cell.TCRk − j < llk, where llk
is the lower limit of k), we assign to the kth unit its lower limit. The
remaining power is removed from the other units following the same idea.


It is worth emphasizing that these operators only preserve the feasibility of
solutions by taking into account the power balance constraints, but without con-
sidering transmission losses, operation limit constraints or prohibited operation
zones.


4.1.2. Differentiation for infeasible cells


For infeasible cells, the number of decision variables to be changed is deter-
mined by their differentiation level. This level is calculated as a random value
between 1 and the number of units into the system. Each variable to be changed
is chosen in a random way and it is modified according to equation (12):


cell.TCR
′


i = cell.TCRi ±m (12)


where cell.TCRi and cell.TCR
′


i are the original and the mutated decision vari-
ables, respectively. m = U(0, 1)∗ | cell.ECV + cell.ICS |. U(0, 1) refers to a
random number with a uniform distribution in the range (0,1). In a random
way, it decides if m will be added or subtracted to cell.TCRi. If the procedure
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cannot find a TCR′i in the allowable range, then a random number with a uni-


form distribution is assigned to it (cell.TCR
′


i = U(cell.TCR,
iuli) if m should


be added or cell.TCR
′


i = U(lli, cell.TCRi), otherwise. uli and lli are the upper
and lower limits of i, respectively).


The algorithm works in the following way (see Algorithm 1). First, the TCRs
are randomly initialized within the limits of the units (Step 1). Then, ECV and
ICS are calculated for each cell (Step 2). Only if a cell is feasible, its objective
function value is calculated (Step 3). Next, while a predetermined number
of objective function evaluations had not been reached (Steps 4-6) the cells
are proliferated and differentiated considering if they are feasible or infeasible.
Finally, statistics are calculated (Step 8).


Algorithm 1 IA EDP Algorithm
1: Initialize Population();
2: Evaluate Constraints();
3: Evaluate Objective Function();
4: while A predetermined number of evaluations has not been reached do
5: Proliferation Population();
6: Differentiation Population();
7: end while
8: Statistics();


5. Validation


5.1. Test Problems


To validate our proposed approach, we tested its performance with eight test
problems. Appendix A includes a detailed description of each of them while
Table 1 provides their most relevant characteristics. IA EDP was implemented
in Java (version 1.6.0 24) and the experiments were performed in an Intel Q9550
Quad Core processor running at 2.83GHz and with 4GB DDR3 1333Mz in RAM.
4.


The required parameters for our algorithm are the following: size of popula-
tion, number of objective function evaluations, and probability of application of
the redistribution operators. To statistically analyze the effect of the first and
third parameters on IA EDP’s behavior, we tested it with different parameters
settings. Some preliminary experiments were performed to discard some values
for the population size parameter. Hence, the selected parameter levels were:


• Population size (C) has four levels: 1, 5, 10 and 20 cells


• Probability has ten levels: 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8 and 0.9


4The source code of our proposed approach can be downloaded from http://www.lidic.


unsl.edu.ar/node/442
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Table 1: Test Problems Characteristics


Problem Thermal PL Objective Ramp Prohibited PD (MW)
Units Function Limits Zones


SYS 3U a 3 No Smooth No No 850.0
SYS 3U b 3 No Non Smooth No No 850.0
SYS 6U 6 Yes Smooth Yes Yes 1263.0
SYS 13U 13 No Non Smooth No No 1800.0
SYS 15U 15 Yes Smooth Yes Yes 2630.0
SYS 18U 18 No Smooth No No 365.0
SYS 20U 20 Yes Smooth No No 2500.0
SYS 40U 40 No Non Smooth No No 10500.0


Thus, we have 40 parameters settings for eight problems. They are identi-
fied as C<size>-Pr<Prob>, where C and Pr indicate the population size and
the probability, respectively. For each problem, 100 independent runs were per-
formed.


To determine which parameter produces results with significant differences,
we performed an analysis of variance (ANOVA) taking into account the objec-
tive function value attained by IA EDP from each run of all the experiments
performed. Thus, the hypotheses were the following:


Null Hypothesis: there is no significant difference among the means of the
objective function values. If there are differences, they are due to random
effects.


Alternative Hypothesis: there is a combination of factor values for which
the means of the objective function values are significantly different and
these differences are not due to random effects.


Results were tested with the Kolmorogov-Smirnov test to determine if they
follow a normal distribution. Since that was not the case, then the Kruskal-
Wallis test was applied. This test can establish whether there is a difference
between two or more groups but does not say which are the specific groups that
present differences. Therefore, a multiple comparison test was applied in order
to know which groups are different.


This analysis proved the Null Hypothesis for several combinations of param-
eters. However, the Alternative Hypothesis was also proved.


In the second phase of the statistical analysis, we adopted the box plot
method to visualize the distribution of the objective function values for each
power system. This allowed us to determine the robustness of our proposed
algorithm with respect to its parameters. Figures B.4, B.5, B.6 and B.7 show
in the x-axis the parameter combinations and the y-axis indicates the objective
function values for each problem.


Thus, these two phases are meant to answer the following questions:


1. Is this probability responsible for causing the significant differences in the
results?
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2. Is the population size responsible for causing the significant differences in
the results?


3. What are the parameters that cause greater dispersion of the results?


After this statistical analysis5, we can infer the following general conclusions:


• When the population size is fixed, varying the probability of application
of the redistribution operator does not produce results with significant
differences in most cases, for SYS 3U a, SYS 3U b, SYS 6U, SYS 13U,
SYS 15U, SYS 18U, SYS 20U, and SYS 40U. From a total of 1440 cases,
1401 (97.29%) do not present significant differences when the population
size remains fixed and the probability is increased.


• When the population size grows and the probability is fixed, the results
show significant differences in SYS 3U a, SYS 20U, SYS 6U, SYS 15U,
SYS 13U, SYS 40U and SYS 18U. From a total of 480 cases, 302 (62.91%)
present significant differences when the probability is fixed and the popu-
lation size grows.


• Considering SYS 3U a, even when the results for C=20 present more
spread than for the other population sizes, the standard deviation is less
than 1. For SYS 3U b, SYS 6U, SYS 15U and SYS 20U, the results show
more spread with C=1 than with any of the other population sizes. Re-
garding SYS 13U, even for C=1, we get a few outliers, and the results
show a lower median than that obtained with the other population sizes.
For SYS 18U, we can see that the higher the population size, the higher
the spread. For SYS 40U, we can see that the higher the population size,
the higher the median.


5.2. Parameters for our proposed IA EDP


Taking into account the previous statistical analysis, we selected a set of
parameter values (see Table 2) to compare our results with those produced
by other approaches. From these approaches, we adopted the lowest number of
objective function evaluations (see Tables 3 and 4) to run our proposed IA EDP.


5For answering question 1, 1440 cases were analyzed. In this case, let | prob | and | C | be
the number of levels for the parameters probability and population size, respectively. Thus,


we have:
(|prob|


2


)
∗ | C | ∗ | Problems | =


(10
2


)
∗4 ∗ 8 =1440. For answering question 2, 480


cases were analyzed. In this case, | prob | ∗
(|C|


2


)
∗ | Problems | = 10∗


(4
2


)
∗8 =480.
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Table 2: Test Problems Characteristics


Problem Pop size Evaluations Probability ε
SYS 3U a 1 1000 0.8 -
SYS 18U 1 40000 0.8 -
SYS 3U b 20 1500 0.7 -
SYS 13U 1 25000 0.7 -
SYS 40U 1 24000 0.8 -
SYS 6U 10 3000 0.4 0.1
SYS 15U 20 6000/20000 0.8 0.1
SYS 20U 5 20000 0.9 0.1


Table 3: Approaches with respect to which we compared our proposed IA EDP. OFE =
Objective Function Evaluations. N.A. = Not Available.


Problem Approach OFE
SYS 3U a NM [56] N.A.


IEP [38] N.A.
MPSO [37] N.A.
IPSO [45] 3000
ModPSO [48] N.A.
fast-CPSO [5] 3000


SYS 3U b GA [52] 10000
EP [57] 1500
IEP [38] Not found
TM [25] -
MPSO [37] -
IPSO [45] 6000
DE [19] -
fast-CPSO [5] 6000


SYS 6U PSO [15] 20000
GA [15] 20000
NPSO LRS [43] 20000
AIS [34] -
MTS [40] 100000
DE [30] 36000
ICA-PSO [51] 20000
SA-PSO [22] 20000
BBO [3] 50000
IHS [33] 100000
DSPSO-TSA [18] 4200
DHS [53] 3000
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Table 4: Approaches with respect to which we compared our proposed IA EDP. OFE =
Objective Function Evaluations. N.A. = Not Available.


Problem Approach OFE
SYS 13U: ICA-PSO [51] 40000


CDE SQP [8] 180000
DE [30] 130000
DECDM [10] 25000
opt-aiNET [12] 180000
Z-opt-aiNET [12] 180000
TSARGA [47] 50000
HMAPSO [21] N.A.
MDE [1] 280000
SOMA [13] 25000
CSOMA [13] 25000
DHS [53] 60000


SYS 15U: PSO [15] 20000
GA [15] 20000
AIS [34] N.A.
DE [30] 45000
CCPSO [35] 30000
MTS [40] 100000
MDE [1] 160000
DSPSO-TSA [18] 6000
SA-PSO [22] 20000
ICA-PSO [51] 40000


SYS 18U: ICA-PSO [51] 40000
SYS 20U: Lambda-iteration method [46] N.A.


Hopfield neural network [46] N.A.
SYS 40U: IFEP [16] 24000


CDE SQP [8] 180000
DE [30] 240000
DECDM [10] 25000
CCPSO [35] 30000
EDA/DE [54] 40000
ARCGA [2] N.A.
BBO [3] 50000
DE/BBO [4] 80000
TSARGA [47] 25000
HMAPSO [21] N.A.
FAPSO-NM [28] 60000
SOMA and CSOMA [13] 25000
DHS [53] 24000
ICA-PSO [51] 70000
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6. Comparison of Results and Discussion


As we mentioned before, for each test problem, we performed 100 inde-
pendent runs. Table 5 shows: the best, worst, mean, median and standard
deviation obtained by IA EDP. Only four decimal digits are shown due to space
restrictions. Figures 1, 2 and 3 show the box plots corresponding to the best
parameters settings for each problem. For all the test problems, our proposed
IA EDP found feasible solutions in all the runs performed.


Problems with a smooth objective function which do not consider transmis-
sion loss, rate ramp limits or prohibited zones, i.e., SYS 3U a and SYS 18U, do
not seem to be a challenge for our proposed IA EDP. For this sort of problem,
the standard deviations obtained by our proposed IA EDP are lower than 1.
Additionally, the problem dimensionality does not seem to affect the perfor-
mance of our proposed approach either. Problems with a non-smooth objective
function which do not consider transmission loss, rate ramp limits or prohib-
ited zones, SYS 3U b, SYS 13U and SYS 40U, seem to be more difficult for
our proposed IA EDP. In these cases, the standard deviations increase with the
dimensionality of the problem, which has a negative impact on its performance.


For problems with a smooth objective function which consider transmission
loss, rate ramp limits and prohibited zones, SYS 6U a and SYS 15U, the stan-
dard deviations also increase with the problem dimensionality, and this has a
negative effect on its performance. However, in these cases, the effect is not as
negative as in the previous type of problems.


For the only problem with a smooth objective function which considers trans-
mission loss but not rate ramp limits or prohibited zones, SYS 20U, the standard
deviation is lower than 13.


Table 5: Results obtained by our proposed IA EDP


Problem Best Worst Mean Median Std. Dev.
SYS 3U a 8194.3561 8194.3972 8194.3617 8194.3586 0.0080
SYS 18U 25429.0192 25429.0234 25429.0202 25429.0200 8.3093E-4
SYS 3U b 8220.9337 8245.1847 8224.5114 8221.4482 5.0812
SYS 13U 17961.4331 18052.3155 17980.1898 17973.3475 21.6666
SYS 40U 121436.9729 121648.4401 122492.7018 121648.4401 182.5274
SYS 6U 15442.9369 15449.0294 15444.0361 15443.7217 1.04109
SYS 15U 32698.2018 32823.7790 32750.2176 32752.8928 9.2989
SYS 20U 62466.8044 62528.9870 62487.5109 62484.8616 12.0380


Table 6 summarizes the performance of our proposed IA EDP with respect
to that of the other methods. As shown in Table 6, considering the best
cost found, IA EDP outperforms all other approaches in five cases: SYS 3U a,
SYS 18U, SYS 3U b, SYS 6U and SYS 15U. Taking into account the running
times, IA EDP requires less than one second to find solutions with an acceptable
quality for SYS 3U a, SYS 3U b, SYS 13U, SYS 6U. Additionally, it requires
less than 2 second for the remaining problems.
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Figure 1: Box plots for the test problems with the best parameters combination


Table 6: IA EDP’s performance compared to that of the other approaches. a/b means
a=number of approaches which are outperformed by IA EDP, b=number of approaches which
report the measure. - indicates any approaches that reported the measure.


Problem Best Worst Mean Time(s)
SYS 3U a 6/6 - - 1/2
SYS 18U 1/1 1/1 1/1 1/1
SYS 3U b 8/8 - - 3/5
SYS 13 8/12 5/12 4/12 5/6
SYS 40U 4/16 4/16 2/16 10/11
SYS 6U 12/12 8/11 9/11 3/6
SYS 15U 10/10 4/10 5/10 7/8
SYS 20U 2/2 - - -


Tables 7 to 10 show: the best, worst, mean, standard deviation and times in
seconds of each of the considered approaches in our comparative study, includ-
ing our proposed IA EDP. Tables 11 to 18 show the output power for each unit,
TP (total power), TC (total cost), PL (transmission loss) and ECV (violation
equality constraint), if applicable. More than twenty methods are compared
with respect to IA EDP. It is worth noticing that the running time of each algo-
rithm is affected by both the hardware environment and the software environ-
ment. That is the reason why the main comparison criterion that we adopted for
assessing efficiency was the number of objective function evaluations performed
by each approach. For having a fair comparison of the running times of all the
algorithms considered in our study, they should all be run in the same software
and hardware environment (something that was not possible in our case, since
we do not have the source code of several of them). Clearly, in our case, the
emphasis is to identify which approach requires the lowest number of objective
function evaluations to find solutions of a certain acceptable quality.


However, the running times are also compared in an indirect manner, to
give at least a rough idea of the complexities of the different algorithms con-
sidered in our comparative study. Only for SYS 18U, SYS 15U and SYS 20U
IA EDP found the best cost in the lowest time. For SYS 3U a, IA EDP spent
0.14 seconds to find the best solution while fast-PSO just required 0.01 second.
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Figure 2: Box plots for the test problems with the best parameters combination


For SYS 3U b, IA EDP spent 0.186 seconds more than fast-PSO but the so-
lution that it found was better. For SYS 13U and SYS EDP, only IA EDP is
outperformed by DHS.


Table 7 shows IA EDP’s behavior for SYS 3U a. In this case, IA EDP ob-
tained the same results as the other approaches, while performing only one third
of the objective function evaluations performed by them. In SYS 18U, IA EDP
outperformed ICA-PSO in all the measures considered.


As indicated before, problems with a non-smooth objective function which
do not consider transmission loss, rate ramp limits and prohibited zones (see
Table 8) are harder for our proposed IA EDP, although in the case of SYS 3U b,
our proposed approach obtained the best results. In SYS 40U, the best approach
was DHS, which performed the same number of objective function evaluations
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Figure 3: Box plots for the test problems with the best parameters combination
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as our proposed IA EDP but was able to obtain better results. However, our
proposed approach was able to outperform IFEP, which also performed the same
number of objective function evaluations. In this case, ten approaches found
better solutions than our proposed IA EDP: DE, DECDM, CCPSO, EDA/DE,
ARCGA, BBO, DE/BBO, FAPSO-NM, SOMA, ICA-PSO. However, all of them
required more objective function evaluations.


Table 9 shows our comparison of results for the two problems with a smooth
objective function which consider transmission loss, rate ramp limits and pro-
hibited zones. In SYS 6U, our proposed IA EDP obtained the best solution.
DPSO-TSA had apparently found better solutions than our approach, but as
indicated in Table 13, the solution that it found is infeasible because ECV is
lower than zero. DHS is the only approach which performed the same number
of objective function evaluations as our proposed IA EDP. However, our pro-
posed approach obtained better values than DHS. The other algorithms required
more objective function evaluations than our proposed IA EDP and could not
outperform it with respect to the best solution found. In SYS 15U, our pro-
posed IA EDP also obtained the best solution. Regarding worst and mean
values, CCPSO outperformed our proposed approach, but it required 1000 ad-
ditional objective function evaluations. Additionally, the best solution obtained
by CCPSO is infeasible (see Table 15). In the case of DE, it apparently found a
better solution than our proposed IA EDP. However, as seen in Table 15, such
solution is infeasible, because ECV is lower than zero. Since DSPSO-TSA only
performed 6000 objective function evaluations, we ran our proposed IA EDP for
this same number of evaluations and we were able to outperform DSPSO-TSA
with respect to the best solution found.


It is worth mentioning that the running time that we report for 6000 ob-
jective function evaluations is bigger than the one indicated for 20000 objective
function evaluations, which seems to be a mistake from our side. However, that
is not the case. What happens is that our proposed IA EDP spends more time
looking for feasible solutions in the first case, because the redistribution power
operators do not preserve the feasibility of prohibited zones. Therefore, the
solutions generated by these operators were infeasible and, since our stopping
criterion is the number of objective function evaluations, the algorithm simply
keeps running, which explains the slightly higher running time produced in this
case.


As it is shown in Table 17, the solutions found by the Lambda-iteration
method and a Hopfield neural network are infeasible. Therefore, our proposed
IA EDP obtained the best results.
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Table 7: Comparison of results on problems with a smooth objective function which do not
consider transmission loss, rate ramp limits and prohibited zones. The best values are shown
in boldface.


Problem/
Algorithm Best Worst Mean Std. Time(s)
SYS 3U a
NM 8194.3561 - - -
IEP 8194.3561 - - -
MPSO 8194.3561 - - -
IPSO 8194.3561 - - 0.42
ModPSO 8194.4000 - - - -
fast-CPSO 8194.3561 - - - 0.01
IA EDP 8194.3561 8194.3972 8194.3617 0.0080 0.14
SYS 18U
ICA-PSO 25430.16 25462.34 25440.89 - 18.585
IA EDP 25429.0192 25429.0234 25429.0202 8.3093E-4 1.212
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Table 8: Comparison of results on problems with a non-smooth objective function which do
not consider transmission loss, rate ramp limits and prohibited zones. The best values are
shown in boldface.


Problem/
Algorithm Best Worst Mean Std. Time(s)
SYS 3U b
GA 8237.60 - - - 16
EP 8234.07 - - - 0.09
IEP 8234.09 - - - -
TM 8234.07 - - - -
MPSO 8234.07 - - - -
IPSO 8234.07 - - - 0.5
DE 8234.07 - - - 0.30
fast-CPSO 8234.07 - - - 0.02
IA EDP 8220.9337 8245.1847 8224.5114 5.0812 0.188
SYS 13U
CDE SQP 17963.84 18152.69 17986.20 14.21 18.34
DE 17963.83 17975.36 17965.48 - 1.05
DECDM 17961.9440 18061.4110 17974.6869 20.3066 12.6
opt-aiNET 18095.4417 18345.6257 18202.8244 68.8738 -
Z-opt-aiNET 17977.0905 18266.1573 18168.6791 51.4270 -
TSARGA 17963.94 18089.61 17974.31 3.18 17.69
HMAPSO 17969.31 1799.31 17969.31 - -
MDE 17960.39 17969.09 17967.19 - -
SOMA 17967.4219 18017.6161 17985.3242 20.6772 -
CSOMA 17960.3661 17970.8323 17967.8708 0.8858 -
DHS 17960.3661 17968.3610 17961.1226 1.92 0.12
ICA-PSO 17960.37 17978.14 17967.94 - 9.984
IA EDP 17961.4331 18052.3155 17980.1898 21.6666 0.876
SYS 40U
IFEP 122624.35 125740.00 123382.00 - 1167.35
CDE SQP 121741.9793 122839.2941 122295.1278 386.1809 14.26
DE 121416.29 121431.47 121422.72 - -
DECDM 121423.4013 121696.9868 121526.7330 54.8617 44.3
CCPSO 121403.5362 121535.4934 121445.3269 32.4898 19.3
EDA/DE 121412.50 121517.80 121460.70 26.29 -
ARCGA 121410.1038 121536.8745 121462.1502 - 15.67
BBO 121426.66 121688.66 121508.03 - -
DE/BBO 121420.89 121420.90 121420.90 - 60.00
TSARGA 121463.07 124296.54 122928.31 315.18 696.01
HMAPSO 121586.90 121586.90 121586.90 - -
FAPSO-NM 121418.3 121419.8 121418.803 - 40
SOMA 121418.7856 121508.3757 121449.8796 26.8385 -
CSOMA 121414.6978 121417.8045 121415.0479 0.5598 -
DHS 121403.5355 121417.2274 121410.5967 4.80 1.32
ICA-PSO 121413.20 121453.56 121428.14 - 139.92
IA EDP 121436.9729 121648.4401 122492.7018 182.5274 1.092


18







Table 9: Comparison of results on problems with a smooth objective function which consider
transmission loss, rate ramp limits and prohibited zones. 1 and 2 show the results obtained
by our proposed IA EDP when performing 6000 and 20000 objective function evaluations,
respectively. The best values are shown in boldface.


Problem/
Algorithm Best Worst Mean Std. Time(s)
SYS 6U
PSO 15450.00 15492.00 15454.00 14.86 -
GA 15459.00 15469.00 15469.00 41.58 -
NPSO LRS 15450.00 15452.00 15450.50 -
AIS 15448.00 15472.00 15459.70 - 6.25
MTS 15450.06 15453.64 15451.17 1.29 0.93
DE 15449.77 15449.87 15449.78 - 0.03
IHS 15444.302 - 15449.865 4.5312 -
DSPSO-TSA 15441.57 15446.22 15443.84 1.07 0.37
BBO 15443.096 15443.096 15443.0964 - -
DHS 15449.8996 15449.9884 15449.9264 2.04E-2 0.01
ICA-PSO 15443.24 15444.33 15443.97
SA-PSO 15447 15455 15447 2.528 7.58
IA EDP 15442.9369 15449.0294 15444.0361 1.04109 0.796
SYS 15U
PSO 32858.00 33331.00 33105.00 26.59 -
GA 33113.00 33337.00 33228.00 49.31 -
AIS 32854.00 32892.00 32873.25 - 10.81
DE 32588.865 32641.419 32609.851 - 1.16
CCPSO 32704.4514 32704.4514 32704.4514 0.0000 16.2
MTS 32716.87 32796.15 32767.21 3.65 17.51
MDE 32704.9 32711.5 32708.1 - -
DSPSO-TSA 32715.06 32730.39 32724.63 2.30 8.40
SA-PSO 32708.00 32789.00 32732.00 18.025 12.79
IA EDP1 32712.6325 32920.7045 32817.7285 43.3935 1.652
IA EDP2 32698.2018 32823.7790 32750.2176 29.2989 1.628


Table 10: Comparison of results on a problem with a smooth objective function which con-
siders transmission loss but not rate ramp limits and prohibited zones. The best values are
shown in boldface


Problem/
Algorithm Best Worst Mean Std. Time(s)
SYS 20U
IA EDP 62466.8044 62528.9870 62487.5109 12.0380 1.928
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Table 11: Comparison of results on SYS 3U a. The best values are shown in boldface


Unit IEP MPSO IPSO Fast-CPSO IA EDP
1 393.170 393.170 393.170 393.170 393.2785
2 334.603 334.604 334.604 334.604 334.5255
3 122.227 122.226 122.226 122.226 122.1959
TP 850.0 850.0 850.0 850.0 850.0
TC 8194.3561 8194.3561 8194.3561 8194.3561 8194.3561


Table 12: Comparison of results on SYS 3U b. The best values are shown in boldface


Unit MPSO IPSO DE fast-CPSO IA EDP
1 300.27 300.27 300.27 300.27 349.4791
2 400.00 400.00 400.00 400.00 400.0
3 149.73 149.73 149.73 149.73 100.5208
TP 850.0 850.0 850.0 850.0 850.0
TC 8234.07 8234.07 8234.07 8234.07 8220.9337


Table 13: Comparison of results on SYS 6U. The best values are shown in boldface


Unit AIS DSPSO-TSA ICA-PSO SA-PSO IA EDP
1 458.2904 439.2935 447.09 446.71 446.6761
2 168.0518 187.7876 173.15 173.01 172.2169
3 262.5175 261.0260 263.90 265.00 264.1762
4 139.0604 129.4973 139.05 139.00 143.6750
5 178.3936 171.7101 165.63 165.23 161.3429
6 69.3416 86.1648 86.64 86.78 87.2039
TP 1275.655 1275.514 - 1275.7 1275.2910
PL 13.1997 13.0421 - - 12.2903
ECV -0.5447 -0.5281 - - 6.8281E-4
TC 15448 15441.57 15443.24 15447 15442.9369
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Table 14: Comparison of results on SYS 13U. The best values are shown in boldface


Unit MDE CSOMA DHS ICA-PSO IA EDP
1 628.318 628.3185 628.3185 628.32 628.3066
2 149.594 149.5997 149.5995 149.6 149.5246
3 222.758 222.7491 222.7491 222.75 223.1148
4 109.865 109.8666 109.8666 109.86 109.8754
5 109.864 109.8665 109.8666 109.86 109.8489
6 109.866 109.8665 109.8666 60.0000 60.0
7 109.865 109.8665 109.8666 109.87 109.8319
8 60.000 60.0000 60.0000 109.87 109.8434
9 109.866 109.8666 109.8666 109.87 109.8049
10 40.000 40.0000 40.0000 40 40.0000
11 40.000 40.0000 40.0000 40 40.0000
12 55.000 55.0000 55.0000 55 55.0
13 55.000 55.0000 55.0000 55 55.0
TP 1800.0 1800.0 1800.0 1800.0 1800.0
TC 17960.39 17960.3661 17960.3661 17960.37 17961.4331


Table 15: Comparison of results on SYS 15U. The best values are shown in boldface


Unit DE AIS CCPSO DSPSO-TSA IA EDP
1 454.997 441.159 455.000 453.627 455.0
2 419.997 409.587 380.000 379.895 379.9999
3 129.997 117.298 130.000 129.482 130.0
4 129.998 131.258 130.000 129.923 129.9999
5 269.917 151.011 170.000 168.956 169.9999
6 459.990 466.258 460.000 45.9907 459.9999
7 429.995 423.368 430.000 42.9971 429.9999
8 60.007 99.948 71.7526 103.673 67.9628
9 25.001 110.684 58.9090 34.909 65.7269
10 63.111 100.229 160.000 154.593 156.3294
11 79.973 32.057 80.000 79.559 80.0
12 79.983 78.815 80.000 79.388 79.9999
13 25.001 23.568 25.000 25.487 25.0000
14 15.001 40.258 15.000 15.952 15.0
15 15.000 36.906 15.000 15.640 15.0000
TP 2657.966 2662.04 2660.6616 2660.96 2660.0191
PL 27.975 32.4075 30.6616 30.9520 30.0187
ECV -0.007 -0.0035 -9.2E-14 0.01 4.5334E-4
TC 32588.87 32854.00 32704 32715.06 32698.2018
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Table 16: Comparison of results on SYS 18U. The best values are shown in boldface


Unit ICA-PSO IA EDP
1 15.0 15.0
2 45.0 45.0
3 25.0 25.0
4 25.0 25.0
5 25.0 25.0
6 4.13 4.3355
7 4.13 4.3340
8 12.28 12.28
9 12.28 12.28
10 12.28 12.28
11 12.28 12.28
12 24.0 22.8664
13 3.0 3.0
14 34.04 34.4361
15 35.35 35.7172
16 37.0 36.5985
17 36.23 36.5919
18 3.0 3.0
TP 365.0 365.0
TC 25430.16 25429.0192


Table 17: Comparison of results on SYS 20U. The best values are shown in boldface


Unit Lambda-iteration method Hopfield neural network IA EDP
1 512.7805 512.7804 498.3856
2 169.1033 169.1035 194.5007
3 126.8898 126.8897 109.7942
4 102.8657 102.8656 100.0175
5 113.6836 113.6836 118.2894
6 73.5710 73.5709 73.8652
7 115.2878 115.2876 122.2779
8 116.3994 116.3994 119.3704
9 100.4062 100.4063 99.2393
10 106.0267 106.0267 97.9034
11 150.2394 150.2395 146.9011
12 292.7648 292.7647 298.0860
13 119.1154 119.1155 116.1543
14 30.8340 30.8342 35.6257
15 115.8057 115.8056 112.5822
16 36.2545 36.2545 36.3446
17 66.8590 66.8590 67.1374
18 87.9720 87.9720 91.2890
19 100.8033 100.8033 95.9706
20 54.3050 54.3050 59.7995
TP 2591.9670 2591.9669 2593.5349
PL 91.9670 91.9669 93.5348
ECV -0.21 -0.21 9.7909E-5
TC 62456.6391 62456.6341 62466.8044
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Table 18: Comparison of results on SYS 40U. The best values are shown in boldface


Unit ARCGA EDA/DE CCPSO CSOMA DHS IA EDP
1 110.8252 111.1110 110.7998 110.8016 110.7998 111.1104
2 113.9112 110.8299 110.7999 110.8068 110.7998 110.7733
3 97.4000 97.4122 97.3999 97.4007 97.3999 97.3741
4 179.7331 179.7443 179.7331 179.7333 179.7331 179.7578
5 88.6454 88.1510 87.7999 87.8180 87.7999 96.9999
6 140.0000 139.9959 140.0000 139.9997 140.0000 139.9999
7 259.6000 259.6065 259.5997 259.6010 259.5997 259.6075
8 284.6000 284.6045 284.5997 284.6000 284.5997 284.5951
9 284.6000 284.6149 284.5997 284.6005 284.5997 284.8914
10 130.0000 130.0002 130.0000 130.0003 130.0000 130.0
11 168.7985 168.8029 94.0000 168.7999 94.0000 94.0000
12 168.7994 94.0000 94.0000 168.7999 94.0000 168.6781
13 214.7600 214.7591 214.7598 214.7599 214.7598 214.7054
14 394.2800 394.2716 394.2794 394.2794 394.2794 394.2123
15 304.5200 304.5206 394.2794 304.5196 394.2794 304.4392
16 394.2800 394.2834 394.2794 394.2794 394.2794 394.0673
17 489.2798 489.2912 489.2794 489.2796 489.2794 489.3697
18 489.2800 489.2877 489.2794 489.2795 489.2794 489.3156
19 511.2806 511.2977 511.2794 511.2794 511.2794 511.2529
20 511.2800 511.2791 511.2794 511.2796 511.2794 511.1218
21 523.2803 523.2958 523.2794 523.2797 523.2794 523.2877
22 523.2800 523.2849 523.2794 523.2798 523.2794 523.2790
23 523.2800 523.2856 523.2794 523.2801 523.2794 523.2297
24 523.2800 523.2979 523.2794 523.2795 523.2794 523.2785
25 523.2800 523.2799 523.2794 523.2797 523.2794 523.2692
26 523.2801 523.2910 523.2794 523.2799 523.2794 523.2633
27 10.0000 10.0064 10.00 10.0004 10.0000 10.0000
28 10.0000 10.0018 10.00 10.0004 10.0000 10.0000
29 10.0000 10.0000 10.00 10.0003 10.0000 10.0000
30 88.7611 96.2132 87.8000 92.7158 87.7999 88.0000
31 190.0000 189.9996 190.0000 189.9998 190.0000 190.0
32 190.0000 189.9998 190.0000 189.9998 190.0000 190.0
33 190.0000 189.9981 190.0000 189.9998 190.0000 190.0
34 164.8000 164.9126 164.7998 164.8014 164.7998 164.8390
35 164.8000 199.9941 194.3976 164.8015 200.0000 199.9999
36 164.8054 200.0000 200.0000 164.8051 194.3978 199.9999
37 110.0000 109.9988 110.0000 109.9998 110.0000 109.9999
38 110.0000 109.9994 110.0000 109.9998 110.0000 109.9999
39 110.0000 109.9974 110.0000 109.9996 110.0000 109.9999
40 511.2800 511.2800 511.2794 511.2797 511.2794 511.2805
TP 10500.0 10500.0 10500.0 10500.0 10500.0 10500.0
TC 121410.10 121412.50 121403.54 121414.70 121403.54 121436.9729
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7. Conclusions and Future Work


This paper presented an algorithm inspired on the T-Cell model of the im-
mune system, called IA EDP, which was used to solve economic dispatch prob-
lems. The purpose of IA EDP is to optimize a set of cells. Each of them contains
decision variables which, in this case, represent the output power that has to be
generated by each thermal unit from a power system. IA EDP is able to handle
the five types of constraints that are involved in an economic dispatch problem:
power balance constraint with and without transmission loss, operating limit
constraints, ramp rate limit constraint and prohibited operating zones.


At the beginning, the search performed by IA EDP is based on a simple
differentiation operator which takes an infeasible solution and modifies some of
its decision variables by taking into account their constraint violation. Once the
algorithm finds a feasible solution, redistribution power operators are applied.
These operators aim to keep feasible the solutions that have been found so
far, and only consider the balance power constraint. The two versions of this
operator, which are included in IA EDP are: 1) to decrease the power in one
unit, and to select other units to generate the power that has been taken, and
2) to increase the power in one unit and to decrease the power from other units,
so that the sum of the output power does not exceed the demand power.


Our proposed approach was validated with eight test problems having dif-
ferent characteristics and comparisons were provided with respect to several
approaches that have been reported in the specialized literature. Our results in-
dicated that our proposed approach produced competitive results in most cases,
being able to outperform the other approaches while performing (at least in
some cases), the same or a lower number of objective function evaluations than
the other approaches.


As part of our future work, we are interested in redesigning the redistribution
operators in order to maintain the solutions’ feasibility when a problem involves
prohibited operating zones. Additionally, we would like to analyze if it is possible
to reduce more the number of objective function evaluations performed by our
proposed approach.


Appendix A. Description of the Test Problems Adopted


Appendix A.1. Data for SYS 3U a


This problem comprises three generating units with a smooth cost function.
Its data is given in Table A.19. The total load demand of the system is 850.0
MW.


Appendix A.2. Data for SYS 3U b


This system comprises three generating units with quadratic cost functions
together with the effects of valve-point loadings (a non-smooth cost function).
Its data is given in Table A.20. The total load demand of the system is 850.0
MW.
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Table A.19: Data for SYS 3U a. Pmin and Pmax are expressed in MW. a, b and c are
expressed in $/MW2, $/MW and $, respectively


Unit Pmin Pmax a b c
1 150 600 0.001562 7.92 561
2 100 400 0.001940 7.85 310
3 50 200 0.004820 7.97 78


Table A.20: Data for SYS 3U b. Pmin and Pmax are expressed in MW. a, b and c are
expressed in $/MW2, $/MW and $, respectively.


Unit Pmin Pmax a b c e f
1 100 600 0.001562 7.92 561 300 0.0315
2 100 400 0.001940 7.85 310 200 0.042
3 50 200 0.004820 7.97 78 150 0.063


Appendix A.3. Data for SYS 6U


The system contains six thermal units, 26 buses, and 46 transmission lines.
The load demand is 1263.0 MW. The data for this problem is given in Ta-
ble A.21. The loss coefficients are provided in Table A.22.


Table A.21: Data for SYS 6U. Pmin and Pmax are expressed in MW. a, b and c are expressed
in $/MW2, $/MW and $, respectively. URi and DRi are expressed in MW/h.


Unit Pmin Pmax a b c P0
i URi DRi Prohibited Zones


1 100 500 0.0070 7.0 240 440 80 120 [210,240][350,380]
2 50 200 0.0095 10.0 200 170 50 90 [90,110][140,160]
3 80 300 0.0090 8.5 220 200 65 100 [150,170][210,240]
4 50 150 0.0090 11.0 200 150 50 90 [80,90][110,120]
5 50 200 0.0080 10.5 220 190 50 90 [90,110][140,150]
6 50 120 0.0075 12.0 190 110 50 90 [75,85][100,105]


Appendix A.4. Data for SYS 13U


This power system has 13 generating units. The load demand of the system
is 1800.0 MW. The data for this problem is given in Table A.23.


Appendix A.5. Data for SYS 15U


This power system has 15 generating units, where four units have prohibited
operating zones. The load demand is 2630.0 MW. The data for this problem is
given in Table A.24. The loss coefficients are provided in Table A.25.


Appendix A.6. Data for SYS 18U


This system comprises 18 generating units with quadratic (convex) cost func-
tions, 52 buses and 66 branches. The data is given in Table A.26. The total
load demand of the system is 365.0 MW.
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Table A.22: B’s loss coefficients matrix for SYS 6U.


B00= 0.056
B0= 10−3∗


-0.3908 -0.1297 0.7047 0.0591 0.2161 -0.6635
B= 10−4∗


1.7 1.2 0.7 -0.1 -0.5 -0.2
1.2 1.4 0.9 0.1 -0.6 -0.1
0.7 0.9 3.1 0.0 -1.0 -0.6
-0.1 0.1 0.0 0.24 -0.6 -0.8
-0.5 -0.6 -0.1 -0.6 12.9 -0.2
-0.2 -0.1 -0.6 -0.8 -0.2 15.0


Table A.23: Data for SYS 13U. Pmin and Pmax are expressed in MW. a, b and c are expressed
in $/MW2, $/MW and $, respectively.


Unit Pmin Pmax a b c e f
1 0 680 0.00028 8.10 550 300 35
2 0 360 0.00056 8.10 309 200 42
3 0 360 0.00056 8.10 307 150 42
4 60 180 0.00324 7.74 240 150 63
5 60 180 0.00324 7.74 240 150 63
6 60 180 0.00324 7.74 240 150 63
7 60 180 0.00324 7.74 240 150 63
8 60 180 0.00324 7.74 240 150 63
9 60 180 0.00324 7.74 240 150 63
10 40 120 0.00284 8.60 126 100 84
11 40 120 0.00284 8.60 126 100 84
12 55 120 0.00284 8.60 126 100 84
13 55 120 0.00284 8.60 126 100 84


Appendix A.7. Data for SYS 20U


In this power system there are 20 generating units, and the total load demand
of the system is 2500.0 MW. The data is given in Table A.27. In this case, B0 and
B00 present zero values. The B matrix of the transmission line loss coefficient
is given in Table A.28.


Appendix A.8. Data for SYS 40U


In this power system there are 40 generating units, and the total load demand
of the system is 10500.0 MW. The data is given in Table A.29.
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Table A.24: Data for SYS 15U. Pmin and Pmax are expressed in MW. a, b and c are expressed
in $/MW2, $/MW and $, respectively. URi and DRi are expressed in MW/h.


Unit Pmin Pmax a b c P0
i URi DRi Prohibited zones


1 150 455 0.000299 10.1 671 400 80 120 -
2 150 455 0.000183 10.2 574 300 80 120 [185,225]


[305,335][420,450]
3 20 130 0.001126 8.8 374 105 130 130 -
4 20 130 0.001126 8.8 374 100 130 130 -
5 150 470 0.000205 10.4 461 90 80 120 [180,200]


[305,335][390,420]
6 135 460 0.000301 10.1 630 400 80 120 [230,255]


[365,395][430,455]
7 135 465 0.000364 9.8 548 350 80 120 -
8 60 300 0.000338 11.2 227 95 65 100 -
9 25 162 0.000807 11.2 173 105 60 100 -
10 25 160 0.001203 10.7 175 110 60 100 -
11 20 80 0.003586 10.2 186 60 80 80 -
12 20 80 0.005513 9.9 230 40 80 80 [30,40]


[55,65]
13 25 85 0.000371 13.1 225 30 80 80 -
14 15 55 0.001929 12.1 309 20 55 55 -
15 15 55 0.004447 12.4 323 20 55 55 -
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Table A.26: Data for SYS 18U. Pmin and Pmax are expressed in MW. a, b and c are expressed
in $/MW2, $/MW and $, respectively.


Unit Pmin Pmax a b c
1 7.0 15.0 0.602842 22.45526 85.74158
2 7.0 45.0 0.602842 22.45526 85.74158
3 13.0 25.0 0.214263 22.52789 108.9837
4 16.0 25.0 0.077837 26.75263 49.06263
5 16.0 25.0 0.077837 26.75263 49.06263
6 3.0 14.75 0.734763 80.39345 677.73
7 3.0 14.75 0.734763 80.39345 677.73
8 3.0 12.28 0.514474 13.19474 44.39
9 3.0 12.28 0.514474 13.19474 44.39
10 3.0 12.28 0.514474 13.19474 44.39
11 3.0 12.28 0.514474 13.19474 44.39
12 3.0 24.0 0.657079 56.70947 574.9603
13 3.0 16.2 1.236474 84.67579 820.3776
14 3.0 36.2 0.394571 59.59026 603.0237
15 3.0 45.0 0.420789 56.70947 567.9363
16 3.0 37.0 0.420789 55965 567.9363
17 3.0 45.0 0.420789 55965 567.9363
18 3.0 16.2 1.236474 84.67579 820.3776


Table A.27: Data for SYS 20U. Pmin and Pmax are expressed in MW. a, b and c are expressed
in $/MW2, $/MW and $, respectively.


Unit Pmin Pmax a b c
1 150 600 0.00068 18.19 1000
2 50 200 0.00071 19.26 970
3 50 200 0.0065 19.8 600
4 50 200 0.005 19.1 700
5 50 160 0.00738 18.1 420
6 20 100 0.00612 19.26 360
7 25 125 0.0079 17.14 490
8 50 150 0.00813 18.92 660
9 50 200 0.00522 18.27 765
10 30 150 0.00573 18.92 770
11 100 300 0.0048 16.69 800
12 150 500 0.0031 16.76 970
13 40 160 0.0085 17.36 900
14 20 130 0.00511 18.7 700
15 25 185 0.00398 18.7 450
16 20 80 0.0712 14.26 370
17 30 85 0.0089 19.14 480
18 30 120 0.00713 18.92 680
19 40 120 0.00622 18.47 700
20 30 100 0.00773 19.79 850
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Table A.29: Data for case SYS 40U. Pmin and Pmax are expressed in MW. a, b and c are
expressed in $/MW2, $/MW and $, respectively.


Unit Pmin Pmax a b c e f
1 36 114 0.00690 6.73 94705 100 0.084
2 36 114 0.00690 6.73 94705 100 0.084
3 60 120 0.02028 7.07 309.54 100 0.084
4 80 190 0.00942 8.18 369.03 150 0.063
5 47 97 0.0114 5.35 148.89 120 0.077
6 68 140 0.01142 8.05 222.33 100 0.084
7 110 300 0.00357 8.03 287.71 200 0.042
8 135 300 0.00492 6.99 391.98 200 0.042
9 135 300 0.00573 6.60 455.76 200 0.042
10 130 300 0.00605 12.9 722.82 200 0.042
11 94 375 0.00515 12.9 635.20 200 0.042
12 94 375 0.00569 12.8 654.69 200 0.042
13 125 500 0.00421 12.5 913.40 300 0.035
14 125 500 0.00752 8.84 1760.40 300 0.035
15 125 500 0.00708 9.15 1728.30 300 0.035
16 125 500 0.00708 9.15 1728.30 300 0.035
17 220 500 0.00313 7.97 647.85 300 0.035
18 220 500 0.00313 7.95 649.69 300 0.035
19 242 550 0.00313 7.97 647.83 300 0.035
20 242 550 0.00313 7.97 647.81 300 0.035
21 254 550 0.00298 6.63 785.96 300 0.035
22 254 550 0.00298 6.63 785.96 300 0.035
23 254 550 0.00284 6.66 794.53 300 0.035
24 254 550 0.00284 6.66 794.53 300 0.035
25 254 550 0.00277 7.10 801.32 300 0.035
26 254 550 0.00277 7.10 801.32 300 0.035
27 10 150 0.52124 3.33 1055.10 120 0.077
28 10 150 0.52124 3.33 1055.10 120 0.077
29 10 150 0.52124 3.33 1055.10 120 0.077
30 47 97 0.01140 5.35 148.89 120 0.077
31 60 190 0.00160 6.43 222.92 150 0.063
32 60 190 0.00160 6.43 222.92 150 0.063
33 60 190 0.00160 6.43 222.92 150 0.063
34 90 200 0.0001 8.95 107.87 200 0.042
35 90 200 0.0001 8.62 116.58 200 0.042
36 90 200 0.0001 8.62 116.58 200 0.042
37 25 110 0.0161 5.88 307.45 80 0.098
38 25 110 0.0161 5.88 307.45 80 0.098
39 25 110 0.0161 5.88 307.45 80 0.098
40 242 550 0.00313 7.97 647.83 300 0.035
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Appendix B. Box plots
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Figure B.4: Box plots for Test Problems SYS 3U a and SYS 3U b
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Figure B.5: Box plots for Test Problems SYS 6U and SYS 13U
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Figure B.6: Box plots for Test Problems SYS 15U and SYS 18U


34







Artificial immune systems economic dispatch problem metaheuristics


 62450


 62500


 62550


 62600


 62650


 62700


 62750


 62800
C


1
-P


r0
.0


5
C


1
-P


r0
.1


C
1
-P


r0
.2


C
1
-P


r0
.3


C
1
-P


r0
.4


C
1
-P


r0
.5


C
1
-P


r0
.6


C
1
-P


r0
.7


C
1
-P


r0
.8


C
1
-P


r0
.9


C
5
-P


r0
.0


5
C


5
-P


r0
.1


C
5
-P


r0
.2


C
5
-P


r0
.3


C
5
-P


r0
.4


C
5
-P


r0
.5


C
5
-P


r0
.6


C
5
-P


r0
.7


C
5
-P


r0
.8


C
5
-P


r0
.9


C
1
0
-P


r0
.0


5
C


1
0
-P


r0
.1


C
1
0
-P


r0
.2


C
1
0
-P


r0
.3


C
1
0
-P


r0
.4


C
1
0
-P


r0
.5


C
1
0
-P


r0
.6


C
1
0
-P


r0
.7


C
1
0
-P


r0
.8


C
1
0
-P


r0
.9


C
2
0
-P


r0
.0


5
C


2
0
-P


r0
.1


C
2
0
-P


r0
.2


C
2
0
-P


r0
.3


C
2
0
-P


r0
.4


C
2
0
-P


r0
.5


C
2
0
-P


r0
.6


C
2
0
-P


r0
.7


C
2
0
-P


r0
.8


C
2
0
-P


r0
.9


C
o
s
t


Parameter Combinations


Boxplots for SYS_20U


 121000


 121500


 122000


 122500


 123000


 123500


C
1
-P


r0
.0


5
C


1
-P


r0
.1


C
1
-P


r0
.2


C
1
-P


r0
.3


C
1
-P


r0
.4


C
1
-P


r0
.5


C
1
-P


r0
.6


C
1
-P


r0
.7


C
1
-P


r0
.8


C
1
-P


r0
.9


C
5
-P


r0
.0


5
C


5
-P


r0
.1


C
5
-P


r0
.2


C
5
-P


r0
.3


C
5
-P


r0
.4


C
5
-P


r0
.5


C
5
-P


r0
.6


C
5
-P


r0
.7


C
5
-P


r0
.8


C
5
-P


r0
.9


C
1
0
-P


r0
.0


5
C


1
0
-P


r0
.1


C
1
0
-P


r0
.2


C
1
0
-P


r0
.3


C
1
0
-P


r0
.4


C
1
0
-P


r0
.5


C
1
0
-P


r0
.6


C
1
0
-P


r0
.7


C
1
0
-P


r0
.8


C
1
0
-P


r0
.9


C
2
0
-P


r0
.0


5
C


2
0
-P


r0
.1


C
2
0
-P


r0
.2


C
2
0
-P


r0
.3


C
2
0
-P


r0
.4


C
2
0
-P


r0
.5


C
2
0
-P


r0
.6


C
2
0
-P


r0
.7


C
2
0
-P


r0
.8


C
2
0
-P


r0
.9


C
o
s
t


Parameter Combinations


Boxplots for SYS_40U


Figure B.7: Box plots for Test Problems SYS 20U and SYS 40U
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