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Abstract


In this thesis we explore the use of domain information incorporated dur-
ing the execution of an evolutionary algorithm, through the use of a cul-
tural algorithm. The cultural algorithms are evolutionary algorithms that
support an additional mechanism for information extraction during the
execution of the algorithm, avoiding the need to encode the information a
priori.


Firstly, a cultural algorithm to tackle constrained optimization prob-
lems was developed. Such algorithm adopts differential evolution as its
model for the population. Using the differential evolution operators as a
base, we designed four knowledge sources, each one with a particular in-
fluence over the operators. Since each knowledge source exhibits different
benefits in different phases of the search, a main mechanism to control the
application rate of the operators was developed, based on the success rate
each one.


This algorithm was tested using a well-known benchmark and a pair
of instances of engineering optimization problems, and compared with
other representative algorithms of the state-of-the-art. In both cases, equal
or better solutions were obtained, requiring a smaller number of objective
function evaluations.


In the next phase, a hybrid algorithm to tackle multiobjective optimiza-
tion problems was developed. Such algorithm is a hybrid between the
previous algorithm for constrained optimization, and a method of math-
ematical programming called ε-constraint. We obtained other advantages
with this algorithm, like obtaining good approaches of the Pareto front
in problems that have been very difficult to solve for other evolutionary
approaches.


As a last contribution, we introduced an approach to perform incor-
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poration of preferences to the previous algorithm, but such approach can
also be used in an wide set of techniques. This proposal is based on the
use of vectors of goals. With the addition this approach, is possible to re-
duce the computational cost needed when applying the hybrid algorithm
on problems with a large number of objectives, turning it applicable on
practice.







Resumen


En esta tesis se explora el uso de información del dominio incorporada
durante la ejecución de un algoritmo evolutivo mediante un algoritmo
cultural. Los algoritmos culturales son algoritmos evolutivos que sopor-
tan un mecanismo adicional para la extracción de información durante la
misma ejecución del algoritmo, eliminando de esta forma la necesidad de
codificar la informacion a priori.


Primeramente, se desarrolló un algoritmo cultural para atacar prob-
lemas de optimización con restricciones. Tal algoritmo utiliza evolución
diferencial como modelo para la población. Utilizando como base los op-
eradores de la evolución diferencial, se diseñaron cuatro fuentes de co-
nocimiento, cada una con una influencia particular sobre los operadores.
Debido a que cada fuente de conocimiento presenta diferentes beneficios
en diferentes fases de la búsqueda, se implementó un mecanismo maestro
para controlar la frecuencia de aplicación de los operadores, basandose en
la tasa de éxito de cada uno.


Este algoritmo fue probado con un conjunto de problemas de prueba
bien conocido y con un par de instancias de problemas de optimización
de ingeniería, y comparados con otros algoritmos representativos del es-
tado del arte. En ambos casos, se obtuvieron iguales o mejores soluciones,
requiriendo un número menor de evaluaciones de la función objetivo.


En la siguiente fase, se desarrolló un algoritmo híbrido para atacar
problemas de optimización multiobjetivo. Tal algoritmo es un híbrido en-
tre el algoritmo previo para optimización con restricciones, y un metodo
de programación matemática llamado restricción-ε. Con este algoritmo se
obtuvieron otras ventajas, como obtener buenas aproximaciones del frente
de Pareto en problemas que se han mostrado muy dificiles de resolver por
otras técnicas evolutivas.
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Como un último aporte se presentó una propuesta para realizar incor-
poración de preferencias al algoritmo previo, pero que se puede utilizar
en un conjunto amplio de técnicas. Esta propuesta está basada en el uso
de vectores de metas. Con la incorporación de esta propuesta, es posible
reducir el costo computacional necesario al emplear el algoritmo híbrido
en problemas con un número elevado de funciones objetivo, volviéndolo
aplicable en la práctica.
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1
Introduction


Evolutionary Algorithms are a very important class of optimization meta-
heuristics, popular because of its innovative concepts, and its good results
in many problems. Another important characteristic of evolutionary al-
gorithms is the flexibility to be applied in a wide range of problems, with
little or no changes at all within the algorithm (except for the objective
function). However, as the range of applications increases, it increases
also the need for improving the convergence rates of the algorithm, even
sacrificing the flexibility of the algorithm.


Some authors have proposed the use of domain information to im-
prove the performance of the algorithms, obtaining very encouraging re-
sults. Some other researchers have proposed that the use of domain in-
formation is one of the alternatives to circumvent the limitations of the
no free lunch theorem [176]. The strategies to add domain information to
an evolutionary algorithm can be diverse. There exist proposals to add
information during the evaluation, during the application of evolutionay
operators, or during the selection mechanism, among others.


A particular strategy to add domain information to an evolutionary
algorithm is the use of cultural algorithms. This class of algorithms are
inspired in the cultural evolution of some social species, paricularly hu-
mans, which use their ability to and share their knowledge to perform a
faster adaptation to their environment. In cultural algorithms, the infor-
mation is acquired by the individuals (solution trials) generated during
the search process, and such information is share by the entire popula-
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2 Introduction


tion (group of current solutions), in order to modify its characteristics for
a better adaptation (fitness, or solution quality).


In order to explore the capabilities of cultural algorithms, two partic-
ular classes of problems are tacked in this thesis work. They are the con-
strained single-objective optimization, and multiobjective optimization.


Constrained optimization is a class within global optimization prob-
lems, whose feasible region is restricted for a group of constraints. Solu-
tions that are infeasible, cannot be considered valid. These problems are
very common in some disciplines, as well as in practical situations which
involve optimization tasks. Because of that reason, these problems have
been tacked with many methods, including mathematical programming
as well as metaheuristics.


Multiobjective optimization is a generalization of global optimization
problems, where two or more objective functions are allowed. The objec-
tive functions are often in conflict, and thus a single optimum for all the
objective functions is not possible.


In both cases, the current research has been obtained very good re-
sults, and now one of the main concerns is to improve the convergence
capabilities of the algorithms, reducing the number of objective function
evaluations needed to obtain good results, or alternatively to provide bet-
ter approximations of the global optima for the most challenging problems
existing in the standard benchmarks. As stated previously, cultural algo-
rithms are a promising alternative when such goal is pursued.


In this thesis work, we try to validate the hypotesis of performance
improvement of cultural algorithms, for the specific cases of constrained
optimization and multiobjective optimization.


For the case of constrained optimization, a cultural algorithm will be
developed with the aim of increasing the convergence rates (more pre-
cisely, of decreasing the total number of objective function evaluations
needed to obtain an approximation of the global optimum) when com-
pared with other state-of-the-art algorithms, obtaining similar quality re-
sults.


For the case of multiobjective optimization, a hybrid algorithm of the
previous proposal with a mathematical programming method will be de-
veloped. In this case, we pretend to exploit the characteristics of a fast
approximation to the global optimum, together with a method which re-
quires several constrained single-objective optimizations. If the
constrained single-objective approach performs a good approximation, the
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entire method will be able to well approximate the solution to the multiob-
jective problem, even in cases when other approaches that produce multi-
ple points at a time (as most evolutionary approaches) present difficulties.


The rest of the document is organized as follows:
In Chapter 2 are presented the basic concepts about optimization and


evolutionary computation, including the main paradigms within this area;
and the techniques in which this work is based.


Chapter 3 includes a brief review of the state-of-the-art in evolution-
ary approaches developed to solve constrained optimization problems. A
special emphasis is made for the approaches based on cultural algorithms,
and on differential evolution, because the relevance they have in this work.


In Chapter 4, the new approach for constrained optimization is pre-
sented, detailing its main mechanisms.


Chapter 5 contains the results obtained by our approach presented in
the previous chapter, and a comparison with other approaches.


Chapter 6 includes a brief review of the state-of-the-art in evolutionary
approaches developed to solve multiobjective optimization problems.


In Chapter 7 is presented the hybridization of a mathematical program-
ming method with our approach for constrained optimization, in order
to solve multiobjective problems. An additional mechanism is also intro-
duced with the aim of reducing the overall objective function evaluations.


In Chapter 8 are contained the results of our approach presented in
the previous chapter, for experiments performed with and without the ad-
ditional mechanism. In both cases, the results are compared with other
approach.


In Chapter 9 is introduced a methodology to incorporate preferences
of the decision maker into our proposed technique. The results of some
experiments are also included.


Finally, Chapter 10 includes our conclusion and some ideas of future
work in the topics related to this thesis.







4 Introduction
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Background


2.1 Optimization


Optimization is an area from mathematics that has many applications in
real life. Optimization problems appear constantly in industrial processes,
engineering, finance, and other human activities.


An optimization problem consists of the following elements:


• Decision variables. These are the values that we modify in order to
solve the problem, and are denoted by the vector x = (x1, x2, . . . , xn).
In this thesis, we will only deal with problems in which the decision
variables are real numbers, x ∈ Rn.


• Objective functions. These are m functions of the independent vari-
able x, f(x) = (f1(x), f2(x), . . . , fm(x)), with m ≥ 1. The result of
their evaluations is what we want to optimize (find a minimum or
maximum). In this work we only deal with real valued functions,
fi : Rn 7→ R.
If m = 1, the problem is called a single objective optimization problem.
If m ≥ 2, the problem is a multiobjective optimization problem.


• Constraints. Equalities and/or inequalities containing some or all of
the decision variables, that must be satisfied by a solution, so that
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such solution is considered feasible, and therefore, a valid solution
of the problem.1


A solution is called infeasible if it violates at least one constraint. Otherwise,
it is called feasible.


Given its components, the problem is defined as follows: find the vec-
tor(s) x such that


minimize f(x)
subject to x ∈ S


where S ⊆ Rn is the feasible region defined by the constraints:


gi(x) ≤ 0, i = 1, . . . , `
hj(x) = 0, j = 1, . . . , k


where gi are the ` inequality constraints, and hj are the k equality con-
straints.


In the previous definition, only minimization problems are considered.
If a problem includes an objective function fi to be maximized, then we
can transform the problem into the minimization of −fi, without loss of
generality.


Another common practice is to transform the equality constraints of
the form


hj(x) = 0


into two inequality constraints:


g2j−1(x) ≤ 0


g2j(x) ≥ 0


or into a relaxed form, which facilitates finding feasible solutions:


g2j−1(x) ≤ ε


g2j(x) ≥ −ε


using a small value for ε (0.01 or less).


1This definition includes only hard constraints. There also exist the so called soft con-
straints, that are desirable to fulfill, but not mandatory. If a solution violates one or more
soft constraints, is still considered valid as long as it does not violate any of the hard
constraints. In this thesis, we only deal with hard constraints.
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The first optimization problems that were widely studied and solved,
were those of linear programming. Linear programming includes all the
problems in which all the objective functions and constraint functions are
linear. Currently, there exist several methods to solve linear programming
problems, in an efficient and effective manner. For example, the simplex
algorithm [34].


If an objective function and/or a constraint function is nonlinear, then
the problem is nonlinear. For that case, there are also mathematical pro-
gramming methods, but most of them require additional information about
the problem: for example, the first derivative is required for many meth-
ods. This information is not always available for the application we are
dealing with (the objective function may not be differentiable).


For the general case, a method to find the global optimum in polyno-
mial time is unavailable. In order to provide a solution for these types of
problems in practical times, the alternative is to develop metaheuristics,
and try to obtain the best possible performance [143].


With the help of modern digital computers, recent research in non-
linear and combinatorial optimization has been following that direction.
New algorithms are developed to perform a high number of operations,
and a high number of iterations are frequently executed, due to the avail-
ability of faster modern computers. This is done with the aim of improving
the quality of the solutions found at previous iterations.


Currently, there exist several paradigms developed in the area of meta-
heuristics, and each of them with several variants, to solve a variety of
problems. It is worth mentioning simulated annealing [85], and tabu search
[56], as important examples of metaheuristics.


A group of metaheuristics which is currently very popular, is evolu-
tionary computation (mainly genetic algorithms), mainly due to the re-
sults obtained by evolutionary computation methods in a variety prob-
lems, which are sometimes better than those of any other technique previ-
ously adopted to solve such problem.


2.2 Evolutionary computation


Evolutionary computation is based on the ideas of natural selection, and
its application on an artificial environment [50, 57]. Natural selection is
seen as an optimization process [10], in which the individuals of a popu-
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lation gradually adapt to their environment.
For evolutionary computation algorithms, an individual is a potential


solution to a problem, encoded according to the structure of the algorithm;
and the environment to which the individual belongs is the objective func-
tion(s) and the constraints; such an environment will determine the sur-
vival capability of an individual.


As in natural environments, evolutionary algorithms work with a pop-
ulation, i.e., with several solutions at a time, contrary to other metaheuris-
tics which work with a single solution. This feature gives evolutionary
algorithms the ability to escape from local optima more easily.


During the execution of an evolutionary algorithm, some (mainly prob-
abilistic) variation operators are applied to the population, in order to ob-
tain new solutions, which are preserved or discarded through a selection
mechanism. This process is repeated by a certain number of iterations,
that we call generations. This number of generations can be defined by
the user or obtained by the algorithm itself.


The most common variation operators incorporated into an evolution-
ary algorithm are crossover or recombination, and mutation. Crossover
consists of the combination of two or more individuals (parents), to obtain
one or more new individuals (children). Mutation consists of a (normally
small) alteration of an individual.


Such are the shared features among the three main paradigms of evo-
lutionary computation. A further description of these paradigms is pro-
vided in the following sections.


2.2.1 Evolutionary programming


It was initially proposed by Lawrence J. Fogel [51], with the aim to pro-
duce finite state machines. Later on, David Fogel proposed a version of
evolutionary programming for numeric optimization [49].


The evolutionary programming algorithm is shown in Algorithm 1.
The Initial population P is of size µ. The mutation operator obtains one
child from each individual in the population (µ children are obtained at
each generation, and they conform P ′), and it is based on a random vari-
able with normal distribution. The standard deviation of the random vari-
able can be defined a priori, but there are procedures to self-adapt its value
for each variable.
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Algorithm 1: Evolutionary programming
initialize(P = {x1, . . . ,xµ})
evaluate(P )
repeat


for j = 1 to µ do
for i = 1 to n do


x′i,j = N(xi,j, σ)
end for


end for
evaluate(P ′)
P = selection(P ∪ P ′)


until the termination condition is achieved


Crossover is not applied in this case, because evolutionary program-
ming simulates the evolutionary process at the species level, and different
species cannot recombine between them.


Selection is performed through stochastic tournaments, taking into ac-
count the µ parents and the µ children. The operator selects again µ indi-
viduals, which will conform the population for the next generation.


2.2.2 Evolution strategies


Developed by Ingo Rechenberg [142], who first proposed the (1 + 1) evo-
lution strategy (or (1+1)-ES), which works with a single individual. Later
on, appeared the (µ/ρ, λ)-ES and the (µ/ρ + λ)-ES, which adopt a popula-
tion. Usually, if ρ = 2, the letter ρ is omitted from the name.


The algorithm of evolution strategies is shown in Algorithm 2. The
initial population is of size µ, and the recombination operator randomly
selects a set Q of ρ parents to generate each child. A total of λ children
are generated. Then, each child is mutated through a normal distributed
random variable, whose standard deviation can be self-adapted.


If the strategy is a (µ/ρ, λ)-ES, then the selection operator will only con-
sider the λ children to obtain the new generation, while if the strategy is
a (µ/ρ + λ)-ES, then the selection operator will obtain the new generation
from both, parents and children.


The selection operator is deterministic (different from the evolutionary
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Algorithm 2: Evolution strategies
initialize(P = {x1, . . . ,xµ})
evaluate(P )
repeat


for j = 0 to λ do
Q = sel_parents(ρ, P )
x′j = crossover(Q)


end for
for j = 1 to λ do


for i = 1 to n do
x′i,j = N(x′i,j, σ)


end for
end for
evaluate(P ′)
if Strategy type is comma then


P = selection(P ′)
else if Strategy type is plus then


P = selection(P ∪ P ′)
end if


until the termination condition is achieved
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programming operator), and that means that the best µ individuals sur-
vive for the next generation. For that reason, the (µ/ρ+λ)-ES is frequently
called elitist strategy, which means that it never loses the best individual
found.


The mutation operator is based on a normal distributed random vari-
able, as the evolutionary programming operator. There exist several re-
combination operators for the evolution strategies, but this operator is a
secondary one, and is sometimes omitted.


2.2.3 Genetic algorithms


They were proposed by John Holland [66] with the aim to solve machine
learning problems. Genetic algorithms are the most popular paradigm
of evolutionary algorithms, perhaps because of their flexibility to solve a
wide variety of problems.


Algorithm 3: Genetic algorithm
initialize(P = {x1, . . . ,xµ})
evaluate(P )
repeat


Q = sel_parents(P )
P ′ = crossover(Q)
for j = 1 to µ do


x′j = mutation(x′j)
end for
evaluate(P ′)
P = P ′


until the termination condition is achieved


The genetic algorithm is shown in Algorithm 3. In genetic algorithms
is common to encode solutions using binary strings, in opposition to evo-
lution strategies and evolutionary programming, which normally use no
encoding.


However, there exist several proposals for representing solutions in ge-
netic algorithms, as well as a variety of selection, crossover and mutation
operators [2]. Because of this variety of options, we do not detail any of
these operators in Algorithm 3.
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A singular feature in genetic algorithms is that the crossover and muta-
tion operators are only applied a certain number of times (these are user-
defined parameters). This way, the probability of crossover (generally be-
tween 0.7-1.0) is used to determine if recombination is applied or not; and
the probability of mutation (commonly 0.1 or less) is used for the applica-
tion of the second operator. Considering the typical values used in normal
practice, is evident that crossover is the main operator of genetic algo-
rithms.


2.3 Knowledge incorporation in evolutionary com-
putation


Evolutionary algorithms were initially designed, and vastly applied, to
problems with very large (and possibly accidented) search spaces. Such
search spaces are normally too large (and therefore, untractable) for clas-
sical optimization methods, due to fact that there is no further knowl-
edge about the problem available, or it is too difficult to incorporate such
knowledge into the given method.


When designing a metaheuristic, the developer must choose a com-
promise between flexibility and speed. The techniques that favor speed
are, for example, knowledge-based systems, while on the other hand, the
extreme of flexibility is the exhaustive search.


Most evolutionary computation techniques emphasize flexibility, solv-
ing a wide variety of problems, but adding only a small amount of domain
knowledge: commonly the only knowledge exploited by an evolutionary
algorithm is the one contained in the fitness function [140].


One of the early attempts to add domain knowledge within evolution-
ary algorithms is the approach called EnGENEous, proposed by Powell et
al. [135], in which an expert system works together with a genetic algo-
rithm. Unfortunately, this approach was found to be inefficient for some
applications.


The same authors continued working with the integration of expert
systems and genetic algorithms, for example in the approach called Inter-
digitation [137], in which they also integrate some methods of numerical
optimization in order to better approximate the global optimum of a prob-
lem.
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Louis and Rawlins proposed to incorporate domain knowledge into
evolutionary algorithms for solving several design problems (logic circuits
design and design of trusses, among others). First, they added domain
knowledge only in the recombination operators [108, 109]. Later on, they
also incorporated knowledge to the initialization of the population, to the
encoding of solutions, and to the other evolutionary operators [110].


Another example of problem knowledge incorporation are the cultural
algorithms, proposed by Robert Reynolds [146]. These algorithms are a
particular type of evolutionary algorithms, in which the domain knowl-
edge is not encoded a priori to the technique, but is extracted during the
search process itself [146].


2.4 Cultural algorithms


Reynolds developed the cultural algorithms as a complement to the me-
taphor which inspired the evolutionary algorithms (natural selection and
genetic concepts) [146].


The cultural algorithms are based on some sociological and anthropo-
logical theories, which have tried to model the phenomenon called cul-
tural evolution. Such theories propose that the evolution of societies where
culture exists, is slightly more complicated than only genetic evolution,
and it can be seen as a process of inheritance at two levels: the micro-
evolutionary level, which consist on the genetic material inherited by par-
ents to their descendants; and the macro-evolutionary level, which is con-
formed by the knowledge acquired by the individuals through their expe-
riences, that once encoded and stored, is useful for guiding the behavior
of new individuals in a population (not only descendants in a genetic line)
[145, 44].


Culture, then, can be seen as a set of ideological phenomena shared
by a population, that influences the way an individual interprets its ex-
periences and decides its behavior. Culture affects the success and survival
of individuals and groups, leading to evolutionary processes that are every bit as
real and important as those that shape genetic variation [151].


In these models is easy to appreciate the component of the system that
is shared by the population: the knowledge, collected by the members of
a society, but encoded in a way that is potentially accessible for all the
population. Similarly, the individual components of the system are the
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experiences, and the way they can contribute to the shared knowledge,
for the other individuals to learn them indirectly.


Reynolds adopted this phenomenon of double inheritance, as inspira-
tion to create cultural algorithms [146]. The aim is to increase the conver-
gence or learning rates, and therefore, that the system responds better to a
variety of problems [54].


The components of cultural algorithms are the following:


The population space. As other evolutionary algorithms, this space main-
tains a set of individuals (potential solutions to the problem). Each
individual possesses characteristics independently from other indi-
viduals, and these characteristics define its fitness in the environ-
ment (the problem to solve). Through the generations, individuals
can be replaced by their descendants, obtained by means of the ap-
plication of operators that somehow affect the population.


The belief space. In this space is where the knowledge, acquired by the
individuals through the generations, will be stored. This knowledge
must be accessible to any individual in the population, and can be
used to influence its behavior (modify its characteristics and then
modify its fitness).


A communication protocol is necessary to link both spaces, defining rules
about the type of information that the spaces will interchange (i.e.,
which information will pass from the population space to the belief
space and vice versa).


The main steps of a cultural algorithm are shown in Algorithm 4.
Most of the steps of a cultural algorithm are similar to those of a stan-


dard evolutionary algorithm, and, as it can be seen, the differences are
found on the steps that include the belief space B. We will perform a re-
view of those steps to state the differences.


The third step is the initialization of the belief space. The details of
this procedure depend on the structure of the belief space, and may be
different in each case. In the next chapters is described the initialization of
the belief space for the particular case of the approach proposed here.


In the main loop is the update (also called adjust) function of the belief
space. In this step is when the algorithm incorporates new experiences
to the belief space, from a selected group of individuals. The function
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Algorithm 4: Cultural algorithm
initialize(P = {x1, . . . ,xµ})
evaluate(P )
initialize(B)
repeat
update(B, accept(P ))
P ′ = influence(operators(P ))
evaluate(P ′)
P = selection(P ′)


until the termination condition is achieved


accept selects the individuals of this group, which are chosen from the
population.


On the other hand, the variation operators of the algorithm (such as
the recombination and mutation) are modified by the function influence.
This function introduces a bias for the children resulting from the variation
operators so that they get closer to the desirable behaviors, and farther
away from the undesirable ones, according to the information stored in
the belief space.


The functions accept and influence are the components of the com-
munication protocol, because the information flows through them linking
the population and belief spaces. These interactions are graphically shown
in Figure 2.1 [147].


In [146], Reynolds adopted the population of a genetic algorithm (to-
gether with its operators) as the population space of his proposal, and the
version spaces [119] as the belief space. This cultural algorithm was called
Version Space guided Genetic Algorithm, (VGA), and was applied to solve
some instances of the Boole problem2 [175], with encouraging results.


In the same work, Reynolds tries to show the usefulness of cultural
algorithms with an adaptation of the schema theorem, taking advantage of
the genetic algorithm-based approach previously introduced. The schema
theorem is an expression that bounds the propagation of the best schemes
among the population of a genetic algorithm [67].


This modification indicates that a genetic algorithm, with the addition


2This problem consists of infering the characteristic function for an unknown boolean
multipliexer.
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Figure 2.1: Spaces of a cultural algorithm
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of a belief space, can improve its performance, increasing its convergence
rates.


In this thesis we investigate this claim of performance improvement, in
another evolutionary algorithm. Also, we designed the new cultural ap-
proach to be applied in problems scarcely tackled with cultural techniques,
such as the constrained optimization problems. Finally, we hybridize a
cultural algorithm with a mathematical programming technique, to solve
the multiobjective optimization problems.


2.5 Differential evolution


Differential evolution is a recently developed evolutionary algorithm orig-
inally proposed by Price and Storn [138], whose main design emphasis is
real parameter optimization. Differential evolution is based on a mutation
operator, which adds an amount obtained by the difference of two indi-
viduals randomly chosen from the current population, in contrast with
most evolutionary algorithms, in which mutation is performed through a
random variable.


Algorithm 5: Differential evolution (DE/rand/1/bin version)
initialize(P = {x1, . . . ,xµ})
evaluate(P )
repeat


for j = 0 to µ do
Let r1, r2 and r3 be three random integers in [1, µ], with r1 6= r2 6= r3


Let irand be a random integer in (1, n)
for i = 1 to n do


x′i,j =


{
xi,r3 + F ∗ (xi,r1 − xi,r2) if U(0, 1) < CR or i = irand


xi,j otherwise
end for
evaluate(x′j)
if isbetter(x′j,xj) then


xj = x′j
end if


end for
until the termination condition is achieved
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The basic algorithm of differential evolution is shown in Algorithm 5;
F and CR are parameters given by the user, and U(a, b) is a realization of
a uniformly distributed random variable between a and b. The function
isbetter(xa,xb) returns true if xa is better than xb, considering a given
criterion (commonly, the value of the objective function).


The algorithm’s main component is the variation operator, which con-
sists of a weighted difference of the decision variables of two random indi-
viduals, added to the same variable of a third randomly chosen individual.
This operator is applied with a probability of CR (similarly to the proba-
bility of crossover of a genetic algorithm, user defined), but it is applied at
least once for each individual (this is controlled by the parameter irand in
Algorithm 5).


Another important part of differential evolution is the selection oper-
ator, which performs the selection progressively during the generation
of children, making only local comparisons. The function isbetter is
adopted to test the condition for replacement of the parent xj for the child
x′j . These local comparisons make the algorithm more efficient, avoiding
the need of sorting or ranking the population.


The authors of the differential evolution algorithm have suggested that
by computing the difference between two individuals randomly chosen
from the population, the algorithm is actually estimating the gradient in
that zone (rather than in a point). This approach also constitutes a rather
efficient way to self-adapt the mutation operator (as a matter of fact, the
differential evolution algorithm is also capable of self-adapting both the
step sizes and the step direction, since they both depend of the current so-
lutions in the population). Furthermore, when adopting CR = 1, the vari-
ation operator is rotationally invariant [138], which means that the differ-
ential evolution algorithm supports self-adaptation at the same level that
an evolution strategy with covariance matrices to self-adapt its standard
deviations (this is the most complete self-adaptation scheme available in
evolution strategies [159]).


The version of differential evolution shown in Algorithm 5, is called
DE/rand/1/bin, and is recommended to be the first choice when trying
to apply differential evolution to any given problem [138]. That is the rea-
son why we adopted it for the work reported here. However, there are
some other versions of the differential evolution algorithm, and the modi-
fications made here to the variation operator may have certain similarities
with some of those versions, as we will note later on.







3
Constraint-Handling Techniques used with
Evolutionary Algorithms


In this chapter, we will first briefly review the constraint handling tech-
niques adopted in evolutionary computation in general. Then, we will re-
view the constrained optimization proposals for cultural algorithms and
for differential evolution, which are the techniques on which this work is
based.


3.1 Constraint-handling techniques


3.1.1 Penalty functions


Historically, the most common way to deal with constrained optimization
problems in evolutionary computation has been, the penalty functions.
Such approach consist on modifying the objective function, adding or sub-
stracting it a penalty term, whose magnitude depends on the amount of
constraints violation. This way, the constrained problem is transformed
into an unconstrained one.


Penalty approaches can be classified into two categories: interior penal-
ties and exterior penalties [139].


• Interior penalties. They are designed to perform the search only inside
the feasible region. The function penalizes in a small amount the
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solution that are far from the frontier of the feasible region, and the
penalty increases as the solution gets nearer to the frontier.


• Exterior penalties. The search can start from the infeasible region, and
the penalty decreases as the solution approaches the feasible region.


Interior penalties are not very common in evolutionary computation,
mainly because they have an important disadvantage: they require a start-
ing feasible solution. For that reason, we only analyze exterior penalties.


The modified objective function for its use with exterior penalties ap-
proaches is the following:


φ(x) = f(x)±
(


n∑
i=1


riGi(gi(x)) +


p∑
j=1


cjHj(hj(x))


)


where φ is the new objective function, Gi is a function for each inequality
constraint gi, Hj is a function for each equality constraint hj , and ri and cj


are the penalty factors for each constraint.
In [21], the author enumerates the most common functions adopted for


Gi and Hj :


Gi(gi(x)) = max(0, gi(x))β


Hj(hj(x)) = |hj(x)|γ


where the exponents β and γ are commonly 1 or 2 (β, γ ∈ {1, 2}).
Richardson et al. [149] studied the way the penalty functions must be


designed, searching for the most important issues to take into account.
From their work, we found the following conclusions:


1. The penalty functions that depend on the distance to the feasible re-
gion, have a better performance than those that only depend on the
number of violated constraints.


2. In problems with a small number of constraints and a small feasible
region, penalty functions that depend only on the number of violated
constraints, probably will not find feasible points.


3. Good penalty functions must consider the maximum completion cost
and the expected completion cost (completion cost is related to the
distance to the feasible region).
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4. Good penalty functions must be close to the expected completion
cost, but not fall often below it. Otherwise, it is possible that no
feasible solutions will be found.


It is possible to classify the penalty functions according to the informa-
tion that they use to adapt their value in time. The first type are the static
penalty functions, which maintain their level of penalty constant during
all the execution. These functions often require further parameters (as the
penalty factors) that are dependent of the problem we are dealing with.


On the other hand, the penalty function can take the number of current
generation as an argument, to adapt its value; if that is the case, then the
penalty function is dynamic. This type of functions regularly start the evo-
lutionary process with a low penalty, to diversify the search; but they in-
crease the penalty level during the search, to conclude with a high penalty,
in order to obtain a feasible solution. Kazarlis and Petridis [82] performed
a series of experiments on dynamic penalty functions, and they concluded
that the quadratic functions perform better than others.


A special case of dynamic functions are those based on simulated an-
nealing (e.g., [113]), which increment their level of penalty through the
evolutionary process according to a cooling schedule.


Dynamic penalty functions have the same problems of the static penalty
functions, since both require parameters that are problem dependent.


The last type of penalty functions are the adaptive functions, in which
the level of penalty adapts according to the situations of the current popu-
lation. Some examples of adaptive penalty function approaches are [4, 59],
where the penalty factor is increased if the best individual of the recent
generations was always feasible, it is decreased if such individual was al-
ways infeasible, and remains the same if the best individual was some-
times feasible and sometimes infeasible.


It is worth mentioning three more penalty approaches, that don’t fit
well into any of the above classifications. The first is the coevolutionary
penalty of Coello Coello [20], where two populations are maintained: one
with individuals encoding the decision variables of the problem; and the
other that encodes the penalty factors. This way, the solutions of the prob-
lem and the penalty factors are evolved at the same time. In this algorithm,
the penalty function depends on both the number of violated constraints,
and on the amount of constraints violation.


The second approach is the segregated genetic algorithm of Le Riche
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et al. [150]. In this algorithm, the authors propose the use of two penalty
factors per each constraint, one high and one low, in two populations that
interact with each other. The aim of the use of two penalty factors is to
provide both strong and weak penalties.


Finally, the adaptive segregational constraint-handling evolutionary
algorithm (ASCHEA) by Hamida and Schoenauer [64], is based on three
components: (1) an adaptive penalty function, (2) a constraint-driven re-
combination, and (3) a segregational selection based on feasibility. In AS-
CHEA’s most recent version [64], the authors propose to use a penalty
factor for each constraint of the problem. Also, the authors added a nich-
ing mechanism [40] to improve the performance of the algorithm in mul-
timodal functions. Finally, the authors added a dynamic and an adap-
tive scheme to decrease the tolerance value used in the transformation of
equality constraints into two inequality constraints. The approach is based
on an evolution strategy with standard arithmetical recombination.


The rest of the review of constraint handling techniques is divided ac-
cording to the classification from [21].


3.1.2 Special representations and operators
Some problems may appear particularly difficult for evolutionary algo-
rithms with normal representations. In such cases, it may be useful to
design a special representation for the problem at hand, and, if necessary,
a set of special operators to work with such representation.


Davis [36], for example, introduces several special representations and
operators to deal with hard problems of the real world (robot path gener-
ation, scheduling optimization, synthesis of neural networks and analysis
of DNA).


The random keys, a special representation designed to solve combi-
natorial problems such as the job assignment on parallel machines, were
proposed by Bean [3]. With the use of random keys, it is possible to solve
combinatorial problems with real numbers encoding, because they always
produce feasible solutions, avoiding the need of special operators.


An important example of special operators for this work, is the first
version of GENOCOP [114]. This algorithm was designed to solve con-
strained problems, but only with linear constraints. It starts with at least
one feasible solution, and the operators produce new points that are linear
combinations of the parents. Later on, the authors proposed new versions
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of GENOCOP, to deal with nonlinear constraints, but they do not fit into
this classification of special operators.


Another proposal with special operators is the constraint consistent ge-
netic algorithm of Kowalczyk [88]. The operators, as well as a mechanism
to initialize the population, are used to keep the solutions consistent with
respect to the constraints. However, such mechanisms are very expensive,
computationally speaking.


Schoenauer and Michalewicz [157] developed some operators to ex-
plore the bounds between the feasible and the infeasible regions. The
oscillation between regions is convenient, because in many problems the
global optimum is found in the boundary of the feasible region. How-
ever, these operators are highly specialized, and must be designed for a
particular problem.


A group of techniques based on special representations are the de-
coders. The decoders consist of a transformation from a feasible solution
to an encoded solution, and the transformation must be designed in such
a way, that any possible solution in the algorithm can be mapped to a
feasible solution. The most relevant decoders-based technique, is the ho-
momorphous mappings (HM) of Koziel and Michalewicz [89, 90]. In this
proposal, the feasible region is mapped into an n-dimensional hypercube,
and is able to work with any type of constraints, convex and nonconvex
feasible regions, and even disjoint regions. The main idea of this approach
is to transform the original problem into another (topologically equiva-
lent) function that is easier to optimize by an evolutionary algorithm. This
approach uses a binary-coded GA with Gray codes, proportional selec-
tion without elitism and traditional crossover and mutation operators. In
the original source, this technique was tested with a test suite proposed
by Michalewicz and Schoenauer [116], which later became the standard
benchmark for evolutionary constrained optimization; in this benchmark,
the homomorphous mappings produced better results than any other evo-
lutionary algorithm, and because of that, the algorithm became a reference
for the constraint handling mechanisms designed for evolutionary algo-
rithms within the next few years after its publication.


3.1.3 Repair algorithms
This type of algorithm has been widely used for combinatorial optimiza-
tion problems, where invalid permutations are repaired in order to be-
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come valid. Moreover, they have shown to be very good performers in
this type of problems [103, 104].


A mechanism of solutions repairing can be found in a more recent ver-
sion of GENOCOP (GENOCOP III [115]). This version works with two
sub-populations: the first one contains the points of the search, and, as in
the original GENOCOP, feasiblity is maintained with respect to the linear
constraints of the problem; the other sub-population keeps some reference
feasible points. Before the evaluation, the points of the first population are
repaired using the points on the second population, in order to make them
feasible with respect to the nonlinear constraints.


3.1.4 Separation of objectives and constraints


Some authors propose to make an explicit separation between objectives
and constraints. For instance, Paredis [129] proposed another coevolution-
ary algorithm with two sub-populations: the first sub-population main-
tains the generated solutions, and the second one contains one individual
for each constraint. The individuals of the second population are evalu-
ated according to the number of individuals on the first population that
violate the constraints it represents.


Superiority of feasible points is another form of separation of objectives
and constraints, and this concept has been applied by several authors. For
example, Powell and Skolnick [136] proposed a method where the feasible
points always have a fitness between −∞ and 1, and the infeasible points
always have a fitness between 1 and +∞.


A similar technique was proposed by Deb [38], where the infeasible
points always have a worst fitness than the feasible ones. This is done by
adding the amount of violation of an individual to the fitness of the worst
feasible individual in the population. Such fitness assignment is made
simpler with the use of binary tournaments, according to the following
rules:


1. If an individual is feasible, and the other is infeasible, the feasible
one always wins.


2. If both individuals are feasible, the winner is the one with a better
value of the objective function.
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3. If both individuals are infeasible, the winner is the one with a lower
amount of constraints violation.


This approach does not need any extra parameter for the constraint han-
dling mechanism, but it requires niching [40] to maintain diversity. From
here, we will refer to this technique as TS, because its key feature is its
tournament selection mechanism.


Hinterding and Michalewicz proposed a method with mate restrictions
[65]. Before the recombination, the parents are chosen in such a way that
they complement each other. The first parent is chosen considering only
its objective function value and its feasibility, while the second is chosen
seeking for the minimum of satisfied constraints shared with the first par-
ent. This mechanism was designed with the aim to produce better de-
scendants, recombining complementary parents according to the violated
constraints.


Another technique which makes a separation of objectives and con-
straints, is the extension made by Schoenauer and Xanthakis [158] to the
approach called behavioral memory, to make it able to handle problems
with constraints. This technique performs one optimization phase per
constraint, optimizing the constraint itself; later on, and assuming that the
previous phases produced enough feasible solutions in the population, the
approach proceeds to the optimization of the objective function. This ap-
proach is normally very sensitive to the order in which the constraints are
optimized.


The use of multiobjective concepts for constrained optimization is part
of this category. The original constraints of the problem can be seen as
objectives, where we try to minimize the violation. Such objectives can
be added to the original set of objective functions, and a multiobjective
approach can be applied then.


The first example of these techniques is the COMOGA by Surry et
al. [167, 166], which adopts the multiobjective approach called VEGA
[156] and Pareto ranking. Parmee and Purchase [131] also apply VEGA
in a real world problem. Camponogara and Talukdar [11] transform the
constrained optimization problem into a bi-objective problem, where the
first objective is the original one, and the second is the sum of violations.
Jiménez and Verdegay [78] use the min-max method, together with selec-
tion rules very similar to the rules of Deb [38] previously mentioned.


An approach based on sub-population, similar to VEGA, was proposed
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by Coello Coello [19]. In each sub-population the objective is to mini-
mize the violation of one constraint. In a further approach [18], the au-
thor proposes the use of Pareto ranking to minimize violations, and, at the
same time, optimize the objective function. Coello Coello and Mezura-
Montes [22] proposed another approach based on multiobjective concepts,
in which the selection mechanism consists on tournaments based on dom-
inance.


Ray et al. [141] proposed a technique in which the ranking takes place
considering the objective function value and the violation of constraints
of the individuals. In addition to this ranking, the approach performs a
mechanism of complement of constraints, similar to the approach of Hin-
terding and Michalewicz [65].


Runarsson and Yao proposed the technique called stochastic ranking
(SR) [153], in which the aim is to balance the influence of the objective
function and the penalty function when assigning fitness to a solution. SR
does not require the definition of a penalty factor. Instead, a user-defined
parameter called Pf sets the probability of using only the objective func-
tion to compare two solutions to sort them. The selection process is based
on a ranking process. Then, when the solutions are sorted using a bubble
sort-like algorithm, sometimes, depending of the Pf value, the comparison
between two adjacent solutions will be performed using only the objective
function. This algorithm is based on an evolution strategy with global in-
termediate recombination, applied only to the strategy parameters (not to
the decision variables of the problem). For the validation of this approach,
the authors adopted the test suite of Michalewicz and Schoenauer [116],
and the results were equal or better than those of the homomorphous map-
pings [90], requiring a lower computational cost. Because of the excellent
results that this approach produces, stochastic ranking became another
reference point when comparing evolutionary algorithms for constrained
optimization.


3.1.5 Hybrid methods
Hybrid methods are those with two or more different algorithms for op-
timization. They can be mathematical programming methods or meta-
heuristics.


One example of hybridization with a mathematical programming
method is the approach of Adeli and Cheng [1]. They couple a genetic
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algorithm with the method of the augmented lagrangian for a penalty
function. Kim and Myung [84, 121] proposed an approach of two phases,
where the first phase is based on Lagrangian penalties.


The CORE (Constrained Optimization by Random Evolution) approach
[6] adopts the Nelder-Mead simplex method [122] for optimization with-
out constraints, together with random evolutionary search to minimize
the violation of constraints.


A fuzzy logic hybrid was proposed by Van Le [102], where the original
constraints are replaced by fuzzy constraints, defined in the same work. The
search engine of this approach is evolutionary programming [51].


The artificial immune system has been also used for constrained op-
timization. The immune systems have a population of antigens, and an-
other population of antibodies. While the antigens are undesirable agents,
the antibodies are agents which adapt themselves, in order to obtain a re-
semblance to the antigens, which are then able to neutralize them. The
first proposal to handle constraints with an artificial immune system, was
made by Hajela and Lee [60, 61], where the antigens were a set of feasible
individuals, and a genetic algorithm is used to do the actual optimization
(the artificial immune system is only used to move solutions towards the
feasible region). The expression strategies [63] are a refinement of the pre-
vious proposal based on an artificial immune system. Coello Coello and
Cruz Cortés [17] proposed improvements to Hajela and Lee’s proposal,
both in a serial and a parallel implementation. Another version of an artifi-
cial immune system for constrained optimization which is not hybridized
with any other metaheuristic, was proposed by Cruz Cortés et al. in [32].


Bilchev and Parmee [8, 9] proposed an ant colony optimization-based
approach for constrained optimization. The ant colony algorithm [42] was
inspired by the behavior of ants while searching for food. This approach
for handling constraints defines some sources of food as unacceptable,
when they violate constraints.


Another metaheuristic that has become very popular for constrained
optimization, is particle swarm optimization [83], which is inspired on the
movements of a group of animals, like birds or fish. An early approach
based on particle swarm is the one reported in [133], which uses a dynamic
penalty function. Hu el al. [69] also proposed an approach for constrained
optimization. Toscano-Pulido and Coello Coello [169] proposed a particle
swarm algorithm with turbulence (a mutation-like operator); the technique
performs comparisons between particles through a set of rules, similar
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to those of [38], in order to choose the best particles of the swarm. The
approach of Muñoz-Zavala et al. [123] adopts a set of rules very similar to
the previous approach, but implements perturbation (an operator similar
to the one used by the differential evolution algorithm).


3.2 Cultural algorithms in constrained and Real-
Valued optimization problems


Cultural algorithms are considered hybrid methods, but in this thesis will
be described in a separate section because of their relevance for this work.


Reynolds et al. [148] and Chung and Reynolds [15] have explored the
use of cultural algorithms for global optimization with very encouraging
results. The first approach is a modification of the GENOCOP approach
[114] to incorporate it a belief space, but the technique only deals with
linear constraints, as the original GENOCOP. The second approach is an
evolutionary programming-based algorithm, with the same belief space
adopted for GENOCOP.


The belief space of these approaches is based on the interval-schemata of
Eshelman and Schaffer [46]. The belief space represents varying numerical
intervals, one for each decision variable. In this case, those intervals are
adapted to reflect the feasible region of the problem, with the information
acquired by the individuals of previous generations. At the beginning,
the intervals represent the whole search space, but they are tightened to
represent the known feasible region. With this structure as the belief space,
only convex feasible regions can be represented.


Although the belief space is similar for those approaches, the influence
function must be different for each population space, due to the fact that
each of them has its own variation operators:


• As we said before, GENOCOP’s crossover operator is a linear com-
bination of the parents. Now, one of the parents must be inside the
intervals stored in the belief space. Mutation operators are also mod-
ified, in order to move the individuals nearer to the region defined
by the belief space.


• Because evolutionary programming only performs mutation, this op-
erator was modified to generate new individuals nearer to the region
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defined by the belief space, and then spread along these intervals.
Besides mutation, a repair operator was also implemented, to trans-
form infeasible solutions into feasible ones.


3.2.1 CAEP


Based on their previous work, Chung and Reynolds [16] use evolutionary
programming with a mutation operator influenced by the best individ-
ual found so far, and the intervals where good solutions have been found.
They call their approach CAEP, or Cultural Algorithms with Evolution-
ary Programming. They follow their work with evolutionary program-
ming, probably because of the low computation cost it presented when
compared to the genetic algorithm of GENOCOP [15].


The pseudo code of a CAEP is shown in Algorithm 6 [14]. The selection
mechanism is the same adopted in the standard evolutionary program-
ming, conformed by stochastic tournaments.


Algorithm 6: Cultural algorithm with evolutionary programming
initialize(P = {x1, . . . ,xµ})
evaluate(P )
initialize(B)
repeat


for j = 1 to µ do
for i = 1 to n do


x′i,j = mutation(xi,j, influence(B))
end for


end for
evaluate(P ′)
P = selection(P ∪ P ′)
update(B, accept(P ))


until the termination condition is achieved


A component of the belief space, based on the interval-schemata, was
called normative knowledge, because it states the norms that most of the
individuals must follow (to be socially accepted, according to the cultural
evolution model).
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Besides normative knowledge, another knowledge source was added
to the belief space of the CAEP, and that is the situational knowledge, which
stores the best individual(s) found so far. This source presents the best in-
dividuals as leaders to follow. The name is because this knowledge source
represents the specific situation of the best individuals, which is attractive
to others.


Chung performed experiments with a CAEP with situational knowl-
edge, with normative knowledge, or with both sources [14]. However,
Chung’s approaches are designed for unconstrained optimization.


Jin and Reynolds [79] proposed a CAEP for constrained optimization.
Their main addition is an n-dimensional regional-based schema, called
belief-cell (renamed later as topographical knowledge), as an explicit mecha-
nism that supports the acquisition, storage and integration of knowledge
about nonlinear constraints in a cultural algorithm.


The cells are labeled, based on the points generated within them, as fea-
sible, infeasible or semifeasible. The idea of this approach is to build a map
of the search space which is used to derive rules about how to guide the
search of the CAEP (avoiding infeasible regions and promoting the explo-
ration of feasible and semi-feasible regions). As the cells are independent,
this map is able to represent non-convex, or even disjoint feasible regions.


Besides the topographical knowledge, the authors only adopted the
normative knowledge (they removed the situational source).


Later on, Jin and Reynolds adopted the previously proposed algorithm
for applications in data mining [80]. In this new version, the idea of using
a data structure for the topographical knowledge appears, because a static
set of cells involves a heavy memory usage. As indicated before, this work
focuses on data mining applications, and not on constrained optimization.


Using the same population space (evolutionary programming), Saleem
and Reynolds proposed a cultural algorithm for dealing with dynamic
environments [154], which adds two more ways to incorporate domain
knowledge to CAEPs, in addition to the existing proposals by Chung and
Jin. These knowledge sources are history knowledge and domain knowl-
edge, and are designed to extract patterns in environmental changes. The
history knowledge extracts patterns in the changes of optima’s location,
when environment changes occur, in order to predict new changes. The
domain knowledge is specialized information about the problem at hand;
for example, Saleem adopts the cones world [120], and knowledge about
the fitness landscape is encoded in this source. The domain knowledge
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source is somewhat difficult to implement when dealing with a broad class
of problems.


Using as a basis the work of Jin and Reynolds, a CAEP for constrained
optimization was developed in [26, 23], where a spatial data structure is
incorporated to store the map of the feasible region (topographical knowl-
edge), and also new rules are used in several phases of the algorithm. This
approach is the immediate antecedent, and the main motivation for this
thesis work.


3.2.2 Other search engines for cultural algorithms


In [73, 72], Iacoban et al. change the evolutionary programming algorithm
of the population space for a particle swarm optimizer [83], with the aim
to enhance convergence. They make an analysis of the effects of the belief
space over the evolutionary process, showing the similarities with CAEP,
and identifying the phases of the search process with the help of the belief
space.


Peng and Reynolds returned to evolutionary programming in [134], to
perform an analysis similar to the one from [73], about the roles of the
knowledge sources. Both works were developed for unconstrained opti-
mization.


Another approach based on particle swarm was developed in [43], this
time using only normative knowledge. The authors also explored a cul-
tured version of the gaussian particle swarm optimization (a modification
to the uniform distributions commonly applied in particle swarm opti-
mization).


These examples show the necessity to explore new search engines for
the population space in cultural algorithms, in order to improve their re-
sults. In this work we use, for the first time, differential evolution in a
cultural algorithm. Note however that differential evolution has been ap-
plied to contrained optimizaton several times in the past, as we will see in
the following section.
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3.3 Differential evolution in constrained optimiza-
tion


The number of approaches based on differential evolution that have been
proposed for constrained optimization has considerably increased in the
last few years. We will review next the most representative of them.


One of the original developers of differential evolution, Storn, pro-
posed constraint adaptation [165], in which all the constraints of the prob-
lem at hand are relaxed, so that all the individuals in the initial popula-
tion become feasible. The constraints are reduced toward their original
versions at each generation, but the individuals must always remain fea-
sible (i.e., different relaxations are applied at each generation). The author
says that this approach is not suitable for handling equality constraints,
and one of its main applications is constraint satisfaction (where only con-
straint violation is important, and there is no objective function).


Another constraint handling technique is the one proposed by
Lampinen [94] (we will refer to this technique as DE). He states some rules
for the replacement made during the selection procedure, that can be sum-
marized as follows:


• If both individuals are feasible, the one with a better value of the
objective function always wins.


• If the newly generated individual is feasible, as his parent is infeasi-
ble, the new individual is used for the next generation.


• If both individuals are infeasible, the parent is replaced if the new
individual has lower or equal violation for all the constraints (this
comparison is made in the Pareto sense in the constraint violation
space).


These rules are very similar to those of Deb’s approach TS [38], but the
main difference between them is the comparison for the case of two in-
feasible individuals: while Lampinen makes a comparison in the Pareto
sense, Deb sums all the constraint violations and compares a single value.


The rest of the differential evolution algorithm remains the same. The
experiments are done with 10 of the 11 test functions proposed in [90].
Some previous versions of this algorithm appeared in [93, 92], where the
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replacement rules were not as complete as in [94], and less test problems
were taken into account.


Simultaneously to Lampinen, Lin et al. [105] proposed the use of an
augmented Lagrangian function to guide the search, with a newly devel-
oped method to update the multipliers. In a first phase, the multipliers are
constant and the problem is minimized. During a second phase, the mul-
tipliers are updated and the algorithm tries to maximize the dual function.
Lin et al. [105] called their approach hybrid differential evolution, because
they add some new steps to the original algorithm. Such steps are acceler-
ation and migration, and are used when the current population has either
too much or no diversity.


Mezura-Montes et al. [112, 111] have experimented with the genera-
tion of several children per parent, which compete among them to define
the one that will survive in a local tournament. They also propose a diver-
sity mechanism which gives infeasible point some probability to survive.
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4
Proposed Approach for Constrained Optimization


In this chapter we will describe the approach proposed in this thesis for
solving constrained optimization problems.


Our proposed approach uses differential evolution in the population
space. In previous work, we performed some experiments with a CAEP
[22], but our results although encouraging at first, could not be improved
in spite of our efforts. While looking for a more robust search engine
for our cultural algorithm, we came across differential evolution, which
is a heuristic that is specifically designed for global optimization of real-
valued functions, and it presents a highly competitive performance in un-
constrained problems even without a careful fine-tuning (as normally re-
quired by other evolutionary algorithms) [164]. After performing some
preliminaty experiments, it became evident that differential evolution was
a much better choice for the purposes of this thesis, and thus we decided
to adopt it as our search engine.


A pseudocode of our proposed approach (called cultured differential
evolution, or CDE) is shown in Algorithm 7.


In the initial steps of the algorithm, a population of µ individuals is cre-
ated, as well as a belief space. For the offspring generation, the variation
operator of the differential evolution algorithm is influenced by the belief
space.


35
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Algorithm 7: Cultured differential evolution
Generate initial population
Evaluate initial population
Initialize the belief space
repeat


for each individual in the population do
Apply the variation operator influenced by a randomly chosen
knowledge source
Evaluate the child generated
Replace the individual with the child, if the child is better


end for
Update the belief space with the accepted individuals


until the termination condition is achieved


4.1 Constraint-handling mechanism


Since we want to solve constrained optimization problems, the objective
function by itself does not provide enough information as to guide the
search properly. To determine if a child is better than its parent, and, there-
fore, it can replace it, we use the following rules in a binary tournament
selection scheme:


1. A feasible individual is always better than an infeasible one.


2. If both are feasible, the individual with the best objective function
value is better.


3. If both are infeasible, the individual with less amount of constraint
violation is better.


The amount of constraint violation is measured with normalized constraints,
adopting the following expression:


viol(x) =
1


`


∑̀


k=1


gk(x)


max(gk)


where gk(x) is the k-th of ` constraints of the problem, and max(gk) is the
largest violation of the constraint gk found so far.







4.2 The belief space 37


These tournament rules were based on other works reported in the spe-
cialized literature ([94, 38]). When comparing infeasible individuals, the
proposed approach is more similar to Deb’s approach, since Lampinen’s
approach makes the comparison of constraint violations in the Pareto sense.
However, the above expression describes the normalization of the con-
straints; this is done in order to allow a fair comparison among constraint
values, regardless of the units in which each constraint is expressed1. Such
a normalization was not adopted in Deb’s approach. Also, our approach
does not use niching to maintain diversity, as in Deb’s proposal [38].


A shared feature of the three approaches is the fact that the evaluation
of the objective function is only needed when comparing two feasible indi-
viduals, as can be seen from the tournament rules above. This reduces the
amount of CPU time required when solving highly constrained problems.


The rest of the algorithm, described below, is rather different from the
previous approaches.


4.2 The belief space


In our CDE, the belief space is divided into four knowledge sources. Each
knowledge source helps in different stages of the optimization process,
and for different problems. They are described next.


4.2.1 Situational knowledge


The situational knowledge consists of the best exemplar eall found along
the evolutionary process. It represents a leader for the other individuals
to follow, and gives the algorithm the stronger component of exploitation.
This knowlegde source is useful mainly during the final stages of the op-
timization process, when the algorithm refines the current solution.


Initialization


To initialize the situational knowledge, it is necessary to have an initial
population, so that we can find the best individual and store it.


1This sort of situation about the units of different functions is called "the incommen-
surability problem".
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Influence


The variation operators of differential evolution are influenced in the fol-
lowing way:


x
′
i,j = ei,all + F (xi,r1 − xi,r2)


where ei,all is the i-th component of the individual stored in the situational
knowledge. This operator uses the leader instead of a randomly chosen
individual for the recombination. This has the effect of pushing the newly
generated individuals closer to the best point found.


This way of influencing the variation operator was previously pro-
posed in a variant of the differential evolution algorithm [164], and is
called DE/best/1/bin (the rest of the mechanisms are the same as in the
DE/rand/1/bin variant; indeed, the word “rand” or “best” indicates if the
individual r3 is chosen at random or is the best of the population, ). The
difference with that previous proposal is that we use several modifications
of the variation operator, and not only one.


Update


The update of the situational knowledge is done by replacing the stored
individual, e, by the best individual found in the current population, xbest,
only if xbest is better than eall.


eall =


{
xbest if xbest is better than eall


eall otherwise


4.2.2 Normative knowledge


The normative knowledge contains the intervals for the decision variables
where good solutions have been found, in order to move new solutions to-
wards those intervals. This knowledge source also exploits some regions,
but the mechanism is not so aggressive as the one of situational knowl-
edge. In some sense, it also explores, but only the region of good solutions
(which is the whole search space at the begining of the algorithm execu-
tion).


The normative knowledge has the structure shown in Figure 4.1.
In Figure 4.1, li and ui are the lower and upper bounds, respectively,


for the i-th decision variable, and Li and Ui are the values of the fitness
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l1 u1 l2 u2 · · · ln un


L1 U1 L2 U2 · · · Ln Un


dm1 dm2 . . . dmn


Figure 4.1: Structure of the normative knowledge


function associated with that bound. Also, the normative knowledge in-
cludes a scaling factor, dmi, to influence the mutation operator adopted in
differential evolution.


Initialization


To initialize the normative knowledge, all the bounds are set to the inter-
vals given as input data of the problem. Li and Ui are set to +∞, assuming
a minimization problem, and dmi = ui − li, for i = 1, 2, . . . , n, to have a
null influence at the first generation.


Influence


The following expression shows the influence of the normative knowledge
on the variation operators:


x
′
i,j =







xi,r3 + F |xi,r1 − xi,r2| if xi,r3 < li
xi,r3 − F |xi,r1 − xi,r2| if xi,r3 > ui


xi,r3 + F
(


ui−li
dmi


)
(xi,r1 − xi,r2) otherwise


We introduce the scaling factor ui−li
dmi


for the mutation to be proportional
to the interval of the normative knowledge for the i-th decision variable.
This scaling factor is adopted to spread the solutions within all the promis-
ing intervals, which introduces some exploration (only on the stored inter-
vals). This mechanism of scaling the differential operator can be seen as a
way to self-adapt the value of the parameter F of the differential evolution
algorithm.
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Update


The update of the normative knowledge is as follows: let A =
{a1, . . . , aaccepted} be the set of indices of the accepted individuals in the
population, and


amini ∈ A | xi,amini
= min(xi,a1 , . . . , xi,aaccepted


)


and


amaxi ∈ A | xi,amaxi
= max(xi,a1 , . . . , xi,aaccepted


)


be the indices of the individuals with minimum and maximum values,
respectively, for the parameter i. These minumum and maximum values
are obtained only among the accepted individuals. Then, the intervals are
updated using the following expressions:


li =


{
xi,amini


if xi,amini
< li ∨ f(xamini


) < Li


li otherwise


ui =


{
xi,amini


if xi,amini
> ui ∨ f(xamini


) < Ui


ui otherwise


In words, the update will reduce or expand the intervals stored on nor-
mative knowledge. An expansion takes place when the accepted individ-
uals do not fit in the current interval, while a reduction occurs when all
the accepted individuals lie inside the current interval, and the extreme
values have a better fitness and are feasible.


If the values of li or ui are updated, the same must be done with Li or
Ui.


The dmi values are updated with the greatest difference |xi,r1 − xi,r2|
found during the application of the variation operators at the previous
generation.


4.2.3 Topographical knowledge
The usefulness of the topographical knowledge is to create a map of the
problem fitness landscape during the evolutionary process. It also iden-
tifies good regions, but they can be disjoint and spread throughout the
entire search space.
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It consists of a set of cells, and the best individual found on each cell.
The topographical knowledge, also, has an ordered list of the best b cells,
based on the fitness value of the best individual on each of them. For
the sake of a more efficient memory management, in the presence of high
dimensionality (i.e., too many decision variables), we use an spatial data
structure, called k-d tree, or k-dimensional binary tree [7]. In k-d trees,
each node can only have two children (or none, if it is a leaf node), and
represents a division in half for any of the k dimensions. In Figure 4.2,
we show an example of a k-d tree representing a two-dimensional space;
every no-leaf node represents a region that is divided in half, while leaf
nodes represent a not divided region.


Initialization


To initialize the topographical knowledge, we only create the root node,
which represents the entire search space, and contains the best solution
found in the initial population.


Influence


The influence function tries to move the children to any of the b cells in the
list:


x
′
i,j =







xi,r3 + F |xi,r1 − xi,r2| if xi,r3 < li.c
xi,r3 − F |xi,r1 − xi,r2| if xi,r3 > ui,c


xi,r3 + F (xi,r1 − xi,r2) otherwise


where li,c and ui,c are the lower and upper bounds of the cell c for the
parameter i, such cell is randomly chosen from the list of the b best cells.


Update


The update function splits a node if a better solution is found in that cell,
and if the tree has not reached its maximum depth (defined as an input
parameter of the approach). The dimension in which the division is done,
is the one that has a greater difference between the solution stored and
the new reference solution (i.e., the new solution considered as the “best”
found so far).
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Figure 4.2: Example of the partition of a two-dimensional space by a k-d
tree
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e1 e2 · · · ew
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Figure 4.3: Structure of the history knowledge


4.2.4 History knowledge


This knowledge source was originally proposed for dynamic objective
functions, and it was used to find patterns in the environmental changes
[154]. History knowledge records in a list, the location of the best indi-
vidual found before each environmental change. That list has a maximum
size w.


The structure of the history knowledge is shown in Figure 4.3, where
ej is the best individual found before the j-th environmental change, dsi is
the average distance of the changes for parameter i, and dri is the average
direction if there are changes for parameter i. In our approach, instead of
detecting changes of the environment, we store a solution if it remains as
the best one during the last p generations. If this happens, we assume that
we are trapped in a local optimum. Thus, this knowledge source is helpful
to escape from local optima, and has a limited ability to predict new local
(and possibly global) optima. We also use this mechanism to introduce
diversity to the search, as it can be seen from its influence described next.


Initialization


The initialization of this knowledge source consists of an empty list of pre-
vious local optima. The dsi values are set to dmi, and the dri values are
randomly set to 1 or -1; these values are chosen with the aim of making its
influence more similar to the standard neutral operator.
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Influence


The expression of the influence function of the history knowledge is the
following:


x
′
i,j =







ei,1 + F · dri · |xi,r1 − xi,r2| if U(0, 1) < α
ei,1 + dsi


dmi
· (xi,r1 − xi,r2) if U(0, 1) < β


U(lbi, ubi) otherwise


where ei,1 is the i-th decision variable of the previous best e1 stored in the
list of the history knowledge; dmi is the maximum difference for the i-
th variable, stored in the normative knowledge; lbi and ubi are the lower
and upper bounds of the i-th variable of the problem, given as input; and
U(a, b) is a realization of a random variable with uniform distribution be-
tween a and b.


The first part of the equation changes the direction of the operator,
while the second part changes its magnitude. The third part is for diver-
sity addition to the algorithm.


Update


To update the history knowledge, we add to the list any local optima
found during the evolutionary process. If the list has reached its maxi-
mum length w, the oldest element is discarded. The average distances and
directions of change are calculated by:


dsi =


∑w−1
j=1 |ei,j+1 − ei,j|


w − 1


dri = sgn


(
w−1∑
j=1


sgn (ei,j+1 − ei,j)


)


where the function sgn returns the sign of its argument. Through these
expresions, we obtain the average changes of magnitude and direction,
respectively, of each parameter for the previous local optima.


4.3 Acceptance function


The number of individuals accepted for the update of the belief space is
computed according the design of a dynamic acceptance function pro-
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posed by Saleem [154]. The number of accepted individuals decreases as
the generation number increases.


Saleem [154] suggests to reset the number of accepted individuals when
an environmental change occurs. In our case, we reset the number of ac-
cepted individuals when the best solution has not changed in the last p
generations.


We obtain the number of accepted individuals, |A|, with the following
expression:


|A| =
⌊
µpaccept +


µ(1− paccept)


g


⌋


where paccept is a parameter given by the user, within the range (0, 1];
Saleem [154] suggests using 0.2, noticing the parallelism of this paramenter
with the 1/5 success rule of Rechenberg. g is the generation counter, but is
reset to 1 when the best solution has not changed in the last p generations.


4.4 Main influence function


The main influence function is responsible for choosing the knowledge
source to be applied to the variation operator of differential evolution. At
the beginning, all the knowledge sources have the same probability to be
applied, rks = 1


4
, because there are 4 knowledge sources; but during the


evolutionary process, the probability of the knowledge source ks to be
applied is:


rks = 0.1 + 0.6
vks


v


where vks is the number of times that an individual generated by the knowl-
edge source ks outperforms its parent in the current generation, and v
is the number of times that an individual generated (by any knowledge
source) outperforms its parent in the current generation. The lower bound
of rks is set arbitrarily to 0.1, to ensure that any knowledge source has
always a probability greater than 0 to be applied. If v = 0 during a gener-
ation, then rks = 1


4
, as in the beginning.


Such are the main mechanisms of the technique. Preliminary stages of
this algorithm were published in [96, 95]. The final version described here
was published in [98], and a journal version was published in [97].
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4.5 Parameters of the technique


The proposed approach has several parameters that the user must set by
hand in order to successfully use the algorithm. The following is a list of
all the parameters and some suggestions about their settings.


• Population size, µ, is the number of individuals in the population. A
value as small as 10 gives good results in “easy” (i.e., with few de-
cision variables and constraints easy to satisfy) problems. However,
in general, we recommend to adopt a population size of 100. Larger
sizes may be adopted, but such values are recommended only for
very hard problems if one can afford the extra computational cost.


• Maximum number of generations, gmax. Is the number of iterations
that the algorithm will run. This parameter, together with the pop-
ulation size, defines the number of fitness function evaluations that
the approach will perform. For easy problems, one may start with
100 or 200 generations. Then, if necessary, this value can get in-
creased until no improvement in the results is obtained. In general,
and based on our own experience, we suggest to set this parameter
to 1,000.


• F and CR are the parameters of differential evolution. These pa-
rameters can be set following the suggestions in [138]. Good default
values are F = 0.5 and CR = 1.


• Maximum depth of the k-d tree. The larger this value, the more accu-
rate the map generated by the topographical knowledge source will
be, but more memory will be needed. If m is this maximum depth,
the tree can have up to 2m − 1 nodes. This parameter depends of
the free memory available in the device in which the algorithm will
run. With a maximum depth of 12, the algorithm can have up to 4095
nodes, which is a manageable value for most current computers. So,
we suggest to set this parameter to 12.


• The length b of the best cells list is the number of independent cells
that will be considered for the topographical knowledge. We sug-
gest to adopt a number of independent cells equal to the number of
decision variables of the problem.
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• The size of the list in the history knowledge, w, is the number of
previous local optima that will be considered when looking for the
next one. This parameter has little influence on the performance of
the algorithm when the distribution of the local optima is not regular
in the problem. We recommend to set this parameter to 5.


• α and β have little influence on performance, and can be fixed to 0.4
or 0.45.


• paccept is the percentage of accepted individuals at the end of the evo-
lutionary process. Saleem [154] suggests using 0.2, which is the value
that we adopted. However, this value must be increased if the algo-
rithm exhibits premature convergence.
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5
Results for the Constrained Optimization
Approach


5.1 Standard problems


To validate our approach, we adopted the well-known benchmark origi-
nally proposed in [116] and extended in [153] which has been often used
in the literature to validate new evolutionary constraint-handling tech-
niques. It contains several problems with different characteristicis: large
and small fesible regions, linear and non linear objective functions, linear
and non linear constraints, equality and inequality constraints, etc.


The expressions of the 13 test problems are presented in Appendix A.


5.1.1 Comparison of results


The parameters used by our approach are the following: µ = 100, gmax =
1000, the factors of differential evolution are F = 0.5 and CR = 1, maxi-
mum depth of the k-d tree = 12, length of the best cells list b = 10, the size
of the list in the history knowledge w = 5, α = β = 0.45, and paccept = 0.2.
These parameters were empirically derived after numerous experiments.
This parameter setting was found to be a good compromise for all the test
functions; optimal settings for each problem may exist, but they are not re-
ported here. It is worth noticing that we did not spend too much effort in
performing a very thorough parameters fine-tuning, since we found that


49
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our approach was relatively robust. However, it is expected that a better
performance (even if only marginal in some cases) may be obtained with
different settings. For each test function, we performed 30 independent
runs. The results for the 13 problems are shown in Table 5.1.


We compare our approach to five state-of-the-art approaches: the Ho-
momorphous Mappings (HM) [90], Stochastic Ranking (SR) [153], the Adap-
tive Segregational Constraint Handling Evolutionary Algorithm (ASCHEA)
[64], a Constraint Handling Method for Genetic Algorithms (TS) [38], and
a Constraint Handling Approach for Differential Evolution (DE) [94]. All
these approaches were briefly described in Chapter 3.


The best results obtained by each approach are shown in Table 5.2. The
mean values provided are compared in Table 5.3 and the worst results are
presented in Table 5.4. The results provided by these approaches were
taken from the original references for each method.


The results of HM were obtained with 1,400,000 evaluations of the fit-
ness function, the results of SR required 350,000 evaluations, and the re-
sults of the ASCHEA technique were obtained with 1,500,000 evaluations
of the fitness function. The results reported for TS and DE required a vari-
able number of fitness function evaluations and used different parameter
settings for each problem. TS required from 250,050 to 350,100 function
evaluations (in the original source, the number of evaluations and maxi-
mum generations for the problem g01 are missing), and DE required from
10,000 to 12,000,000 function evaluations. Our approach required 100,100
evaluations in all the test problems adopted.


The best result obtained by CDE in problem g01 is shown in Table 5.5.
The cultured differential evolution, SR and DE reached the optimum value
in all the 30 runs performed. TS reached the optimum in its best and me-
dian case, ASCHEA reached the optimum only in its best case, and HM
could not reach the optimum.


For the problem g02, SR has a lower variability than the cultured dif-
ferential evolution. However, our approach can get the optimum value in
some of the runs, and HM, SR and ASCHEA were unable to do it. The best
value obtained is shown in Table 5.6.


In g03, the best result obtained by the cultured differential evolution
is shown in Table 5.7, which is very close to the global optimum. SR and
DE are clear winners in this problem, because they were able to reach the
optimum in all the runs reported. HM and ASCHEA also had a better
performance than the cultured differential evolution in this problem.
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Table 5.1: Results obtained by our cultured differential evolution (CDE)
approach
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Table 5.2: Comparison of the best results of CDE with respect to HM [90],
SR [153], ASCHEA [64], TS [38], and DE [94]. “-” means no feasible solu-
tions were found. NA = Not Available. A result in boldface means that
our approach obtained the same or a better value than any other of the
techniques.
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Table 5.3: Comparison of the mean results of CDE with respect to HM
[90], SR [153], ASCHEA [64], TS [38], and DE [94]. “-” means no feasible
solutions were found. NA = Not Available. A result in boldface means
that our approach obtained the same or a better value than any other of
the techniques.
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Table 5.4: Comparison of the worst results of CDE with respect to HM
[90], SR [153], ASCHEA [64], TS [38], and DE [94]. “-” means no feasible
solutions were found. NA = Not Available. A result in boldface means
that our approach obtained the same or a better value than any other of
the techniques.
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Design variable Value
f −15.000000
x1 1.000000
x2 1.000000
x3 1.000000
x4 1.000000
x5 1.000000
x6 1.000000
x7 1.000000
x8 1.000000
x9 1.000000
x10 3.000000
x11 3.000000
x12 3.000000
x13 1.000000
g1 0.000000
g2 0.000000
g3 0.000000
g4 −5.000000
g5 −5.000000
g6 −5.000000
g7 0.000000
g8 0.000000
g9 0.000000


Table 5.5: Best result obtained by CDE for g01
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Design variable Value
f −0.803619
x1 3.162681
x2 3.128106
x3 3.095032
x4 3.061492
x5 3.028413
x6 2.994410
x7 2.957990
x8 2.921746
x9 0.495094
x10 0.488762
x11 0.481956
x12 0.476491
x13 0.472845
x14 0.465291
x15 0.461291
x16 0.457043
x17 0.452091
x18 0.448045
x19 0.444050
x20 0.440310
g1 0.000000
g2 −120.066861


Table 5.6: Best result obtained by CDE for g02
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Design variable Value
f 0.995413
x1 0.304887
x2 0.329917
x3 0.319260
x4 0.328069
x5 0.326023
x6 0.302707
x7 0.305104
x8 0.315312
x9 0.322047
x10 0.309009
g1 0.000991


Table 5.7: Best result obtained by CDE for g03


The best result obtained for the function g04 is shown in Table 5.8. This
problem is “easy” to solve for all the techniques, which present a simi-
lar behavior obtaining a value very close to the optimum in all the runs.
The results for DE show a slightly different version of this problem, and
therefore cannot be included in this comparison.


g05 is the problem in which the cultured differential evolution exhibits
its highest variability of results, even when its best value is very close to
the optimum (see Table 5.9). SR, ASCHEA and DE also obtained a best
value very close to the optimum, but their variability is lower. HM was
not able to find any feasible solution for this problem.


In Table 5.10 is shown the best result obtained for the cultured differen-
tial evolution in g06. In this problem, our approach shows a performance
which is clearly better than that of HM and SR in terms of consistency to
reach the optimum. Both had a large variability of results when solving
this problem. ASCHEA and DE reported a mean (and worst in the case of
DE) result very close to the optimum, as is the case of the cultured differ-
ential evolution.


The best result obtained by our approach in g07 is shown in Table 5.11.
The cultured differential evolution exhibits a great robustness in this prob-
lem, reaching a value very close to the optimum in all the runs. The best
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Design variable Value
f −30665.538672
x1 78.000000
x2 33.000000
x3 29.995256
x4 45.000000
x5 36.775813
g1 0.000000
g2 −92.000000
g3 −11.159500
g4 −8.840500
g5 −5.000000
g6 −0.000000


Table 5.8: Best result obtained by CDE for g04


Design variable Value
f 5126.570923
x1 683.926335
x2 1021.814124
x3 0.116038
x4 −0.397581
g1 −0.036381
g2 −1.063619
g3 0.000803
g4 0.000419
g5 0.000980


Table 5.9: Best result obtained by CDE for g05
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Design variable Value
f −6961.813876
x1 14.095000
x2 0.842961
g1 0.000000
g2 −0.000002


Table 5.10: Best result obtained by CDE for g06


value obtained for any of the other techniques (except DE), is worse than
the worst result produced by the cultured differential evolution. Only DE
can also reach the optimum, but exhibits a slightly larger variability (as
can be seen in the worst case).


The cultured differential evolution approach obtained its best result
shown in Table 5.12 for problem g08. This problem seems easy to solve
for the techniques analyzed here, because all the techniques reached the
optimum in almost all the runs, except HM, which exhibits a poor perfor-
mance in this problem.


In problem g09, the best result obtained is shown in Table 5.13. SR
and ASCHEA were able to reach the optimum in their best cases, while
the algorithm proposed here and DE obtained the optimum in all the runs
performed, being more robust.


In g10, the best result obtained by the cultured differential evolution is
shown in Table 5.14. Again, our cultured differential evolution approach
and DE obtained a value very close to the optimum in all the runs per-
formed, being clear winners. However, DE required 270,000 function eval-
uations for this particular problem. All the other techniques exhibited a
very high variability of results in this problem, and were not able to reach
the optimum in their best cases.


The best result obtained for the function g11 is shown in Table 5.15. In
this case, all the approaches analyzed here reached the optimum in their
best cases. However, HM, SR, ASCHEA and DE were more robust in this
problem, showing a low variability of results.


The best result obtained by our approach in g12 is shown in Table 5.16.
This problem is another example of similar performance of SR and the cul-
tured differential evolution, because they both could reach the optimum
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Design variable Value
f 24.306209
x1 2.171982
x2 2.363717
x3 8.773931
x4 5.095984
x5 0.990654
x6 1.430557
x7 1.321617
x8 9.828704
x9 8.280092
x10 8.376018
g1 −0.000002
g2 0.000000
g3 0.000000
g4 0.000000
g5 −0.000010
g6 −0.000002
g7 −6.148630
g8 −50.024352


Table 5.11: Best result obtained by CDE for g07


Design variable Value
f 0.095825
x1 1.227971
x2 4.245373
g1 −1.737460
g2 −0.167763


Table 5.12: Best result obtained by CDE for g08
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Design variable Value
f 680.630057
x1 2.330499
x2 1.951372
x3 −0.477541
x4 4.365726
x5 −0.624487
x6 1.038131
x7 1.594227
g1 −0.000045
g2 −252.561724
g3 −144.878190
g4 −0.000008


Table 5.13: Best result obtained by CDE for g09


Design variable Value
f 7049.248058
x1 579.380244
x2 1359.992748
x3 5109.875066
x4 182.023843
x5 295.604998
x6 217.976157
x7 286.418844
x8 395.604998
g1 0.000000
g2 0.000000
g3 0.000000
g4 0.000000
g5 −0.000537
g6 −0.001600


Table 5.14: Best result obtained by CDE for g10
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Design variable Value
f 0.749900
x1 0.707036
x2 0.500000
g1 0.000100


Table 5.15: Best result obtained by CDE for g11


Design variable Value
f 1.000000
x1 5.000000
x2 5.000000
x3 5.000000
g1 −0.062500


Table 5.16: Best result obtained by CDE for g12


in practically all the runs performed.
Finally, in Table 5.17 is the best result obtained for the cultured differ-


ential evolution in g13. SR was more robust than our approach in this
problem, and its best result was slightly better than ours.


In short, SR and DE are the most competitive constraint handling tech-
niques compared here. However, our approach reached the global opti-
mum in ten problems, while SR and DE did it in nine (DE was only tested
in nine problems). Also, in most cases, the cultured differential evolu-
tion was more robust than SR, showing a very low standard deviation,
while performing less than one third of its total number of fitness func-
tion evaluations. Finally, it is worth noticing that our approach used the
same number of function evaluations and parameters for all the test func-
tions, while DE got its parameters tuned for each problem, and requires a
variable number of fitness function evaluations.


5.1.2 Statistical analysis


In order to determine the robustness of the approach proposed here, we
performed a statistical analysis to obtain the confidence intervals of the
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Design variable Value
f 0.056180
x1 −1.648857
x2 1.515826
x3 1.949583
x4 0.753371
x5 0.784312
g1 0.000045
g2 0.000839
g3 0.000161


Table 5.17: Best result obtained by CDE for g13


mean statistic, for the 13 problems of the benchmark.
First, we need to identify the problems where at least two different so-


lutions were provided in the 30 test runs performed. During the runs we
performed, our approach always reached the optimum value in problems
g04, g06, g08, g09 and g12. This means that we can have enough confi-
dence that the algorithm will reach the optimum in these test problems.
Thus, no statistical analysis will be done for them.


For the rest of the problems, we performed an Anderson-Darling good-
ness of fit test [163], which is a modification of the Kolmogorov-Smirnov
test [160], for using informaton of a specific distribution when calculat-
ing critical values. We used a version of the Anderson-Darling test for the
normal distribution.


The motivation for adopting this test is to ensure that the results of
the algorithm do not have a normal distribution (alternative hypothesis).
If the results come from a normal distribution (null hypothesis), we can
easily obtain confidence intervals through a very simple expression. As it
was expected, in every case, the data did not fit a normal distribution.


An alternative to obtain confidence intervals from unknown distribu-
tions is the bootstrap technique [160]. To obtain a bootstrap distribution
for a statistic, we make “resamples” from the original sample, of the same
size, choosing values at random with replacement. From each resample,
we obtain the statistic of interest (the mean in this case), and construct a
new sample with those values.
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Figure 5.1: Bootstrap distribution for the mean statistic for problem g05.


In our case, we performed the experiments with 1,000 resamples for
each problem. An example of the bootstrap distributions obtained is shown
in the histogram from Figure 5.1. This histogram corresponds to the prob-
lem g05.


From the bootstrap distributions for each problem, we obtained the
confidence intervals with the appropriate percentiles. The intervals were
obtained with 95% of confidence. These results are sumarized in Table 5.18.


All the bootstrap distributions obtained are very close to the normal
distribution. Actually, the Anderson-Darling test accepts all cases as data
that come from a normal distribution, except in the cases where all the
means are the same or very similar (g01, g07 and g10), and in the case of
g13, because the bootstrap distribution is slightly skewed.


In any case, the bootstrap-percentile technique gives a good estimation
of the confidence intervals. The intervals that we obtained are a good in-
dicator of the robustness of the proposed approach. In five cases (g04, g06,
g08, g09 and g12), the interval (for the precision used here) lies exactly
within the best known solution. In three other cases (g01, g07 and g10),
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Problem Optimal 95% Confidence Interval on the Mean
g01 −15 [-14.999996, -14.999997]
g02 0.803619 [0.701130, 0.749364]
g03 1 [0.749766, 0.827785]
g04 −30665.539 [-30665.538672, -30665.538672]
g05 5126.4981 [5183.8667, 5233.5552]
g06 −6961.8138 [-6961.813876, -6961.813876]
g07 24.3062091 [24.306210, 24.306210]
g08 0.095825 [0.095825, 0.095825]
g09 680.6300573 [680.630057, 680.630057]
g10 7049.25 [7049.2476, 7049.2490]
g11 0.75 [0.752695, 0.764359]
g12 1 [1.000000, 1.000000]
g13 0.0539498 [0.235337, 0.347311]


Table 5.18: Confidence intervals for the mean statistic.


the intervals are very small and very close to the optimum (the difference
is only of one or two decimal places).


5.2 Engineering optimization problems


Additionally to this standard benchmark, we tested our proposed cultured
differential evolution on an engineering optimization problem: design of
trusses. Two different problems related to the design of trusses are tack-
led: the optimization of a 10-bar plane truss and a 200-bar plane truss [5],
minimizing its weight, subject to displacement and stress constraints. The
decision variables are the cross-sectional depth and width of each mem-
ber of the truss. For further descriptions of these problems, please see the
Appendix 3.


5.2.1 Comparison of results


The two engineering optimization problems previously mentioned were
used by Belegundu [5] to evaluate the following numerical optimization
techniques: Feasible directions (CONMIN and OPTDYN), Pshenichny’s
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Method CONMIN OPTDYN LINRM GRP-UI SUMT
Weight 4793.0 9436.0 6151.0 5077.0 5070.0
Method M-3 M-4 M-5 CDE
Weight 4898.0 5057.0 5211.0 4656.39


Table 5.19: Results of several methods for the 10-bar plane truss (g14). Our
approach is labeled as CDE


Method CONMIN OPTDYN LINRM GRP-UI SUMT
Weight 34800.0 N/A 33315.0 N/A 27564.0
Method M-3 M-4 M-5 CDE
Weight 26600.0 26654.0 26262.0 20319.58


Table 5.20: Results of several methods for the 200-bar plane truss (g15).
Our approach is labeled as CDE


Recursive Quadratic Programming (LINRM), Gradient Projection (GRP-
UI), Exterior Penalty Function (SUMT), and Multiplier Methods (M-3, M-4
and M-5).


The parameters adopted by our cultured differential evolution approach
are the same used to solve the benchmark. Thus, we performed the same
number of objective function evaluations as before (100,100). For the 10-
bar truss, the best result of the 30 independent runs is shown in Table 5.19,
together with the results of the methods included in [5] (all the results
presented are feasible). For the 200-bar truss, the best result of the 30 in-
dependent runs is shown in Table 5.20, with the results of other methods
reported by Belegundu [5].


The best results of the cultured differential evolution are very compet-
itive. Additionally, such results present a low variability over the 30 runs
performed, as can be appreciated from Table 5.21.


Finally, we noticed that in engineering optimization problems with
large search spaces (such as the two presented in this work), our approach
could improve on the quality of the solutions produced if we allowed
a larger number of fitness function evaluations. Although such increase
may be unaffordable in real-world applications, this is a good indicative
of the effectiveness of our approach, since, if possible, it keeps improv-
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TF Best Mean Worst Std Dev
10-bar truss (g14) 4656.39 4656.52 4656.71 0.18


200-bar truss (g15) 20319.58 25393.37 30269.49 2492.24


Table 5.21: Statistics of the results obtained by our approach for the design
of trusses


ing the solutions produced over time. To briefly illustrate this issue, we
allowed our approach to run for 3500 generations (for a total of 350,100
fitness function evaluations) in the 200-bar truss problem. This setup pro-
duced a solution with a weight of only 15824.32, which is about 28% bet-
ter than the solution reported in Table 5.20. Note however, that the com-
putational effort required to produce this solution (measured in terms of
fitness function evaluations) is over three times the original one.
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6
Evolutionary Multiobjective Techniques


In the following chapters, we present an application of the previously de-
veloped cultural algorithm to solve multiobjective problems. In this chap-
ter, we present a brief review of the previous related work in evolutionary
multiobjective algorithms that is relevant to place our proposal in an ap-
propriate context.


6.1 The multiobjective optimization problem


The statement of the multiobjective optimization problem is similar to the
one of optimizing problems with only one objective. The problem consists
of finding the decision vector x that optimizes:


f(x) = (f1(x), f2(x), . . . , fm(x))


where f is the vector of objective functions. The problem may or may not
have constraints.


However, the concept of optimizing several functions simultaneously
is not as simple as to find the optimum for each function considered sepa-
rately, because the functions usually are in conflict with each other. Find-
ing the optimum, then, can be interpreted as finding a good trade-off be-
tween all the objectives of the problem.


Thus, the notion of optimum in a multiobjective problem is ambiguous,
since different people could claim that different points represent a good
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trade-off, but this does not necessarily imply that such points are optimal.
Vilfredo Pareto [130] introduced, towards the end of the 19th century, a
more formal definition of optimality in multiobjective problems, which is
known now as Pareto optimality. This definition is based on the concept
of dominance, which is the following: a point x dominates another point
y if and only if


fi(x) ≤ fi(y)


for i = 1, 2, . . . ,m, and, for at least one i:


fi(x) < fi(y)


A point x∗ is Pareto optimal, if there does not exist any other point x
that dominates it. That is to say, x∗ is Pareto optimal if there does not exist
any other point x that fulfills:


fi(x) ≤ fi(x
∗)


for i = 1, 2, . . . ,m, and, for at least one i:


fi(x) < fi(x
∗)


The previous definitions hold if the problem consists of minimizing all
the objectives.


From the above definition we can see that a given problem not neces-
sarily has a single Pareto optimal point. If the objectives are in conflict (as
is often the case in practice), the problem has a set of points that fulfill this
definition. After an optimization process has found several Pareto opti-
mal points, the decision maker is the person who must choose the final
solution that is to be implemented.


In addition to the definition of Pareto optimality, it is very common to
find in specialized literature the term Pareto front. The Pareto front is the
image of the set of points that conform the Pareto optimal set. In problems
with continuous decision variables, the Pareto front usually is a partially
continuous line (the set is infinite). Graphs of the Pareto front have been
often used to show this characteristic, and also to show (in a graphical
form) the trade-offs and the best results for each objective.
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6.2 Evolutionary algorithms for multiobjective prob-
lems


Next, some of the most representative multiobjective evolutionary tech-
niques developed to date are reviewed. The taxonomy of approaches
adopted follows to the classification of Cohon and Marks [29], which has
been widely accepted in the operations research community, and has been
recently used to classify multiobjective evolutionary algorithms [27].


6.3 A priori techniques


The first group in this classification of techniques are the a priori tech-
niques. This name is due to the fact that the preferences on the objective
functions are given before the technique begins the search. There exist
several a priori proposals, and some of them are reviewed next.


6.3.1 Lexicographic ordering


In this approach the objective functions are sorted according to their im-
portance, and they are optimized in sequence beginning with the most im-
portant, and finishing with the less important. This technique is only ad-
visable when the order of importance of the objectives is perfectly known,
because the performance of the algorithm is highly dependent on this or-
dering.


Fourman [53], and Kursawe [91], for example, have proposed algo-
rithms based on lexicographic ordering.


6.3.2 Linear aggregating functions


An aggregating function is the simplest way to adapt a single-objective
optimization method for multiobjective problems, because it combines the
results of the different objective functions into a single fitness value. This
single value is often obtained by means of a linear combination of the ob-
jective functions, although that is not the only way to do it. This linear
combination is done assigning a relative importance for each of the objec-
tive functions, through of a vector of constants with entries wi > 0, where
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all the weights adds to 1. The fitness function is:


fitness(x) =
m∑


i=1


wifi(x)


In most cases, it is necessary to introduce also a scaling factor, due to
the incommensurability of the objective functions.


Some applications that have been reported using a linear aggregating
function are reported on [168, 76, 106, 177].


Implementing an algorithm that uses a linear combination of objectives
can be very simple, and also efficient, but a linear function is incapable
to generate nonconvex portions of the Pareto front [35]. Moreover, it is
usually difficult to perform a good assignment of weights for the objective
functions.


6.3.3 Nonlinear aggregating functions


Although there exist several proposals and applications of nonlinear ag-
gregating functions (for example, multiplicative functions), these have not
been very popular. Perhaps the most used techniques have been those
that use a vectors of goals (e.g., min-max [81, 161, 127, 170, 62, 28] and
goal programming [13, 74, 174, 155]).


In the techniques with vectors of goals, the objective is to minimize
the difference between the points generated by the search process, and a
vector of desired objectives values. These techniques can generate, under
certain circumstances, nonconvex Pareto fronts, in addition to being quite
efficient computationally speaking. Nevertheless, if the characteristics of
the problem are not known, it can be difficult to provide a good vector of
goals.


6.4 Progressive techniques


In this sort of techniques, the preferences are expressed during the process
of generating solutions. The decision maker will express how good is a so-
lution for him/her, and the process must update the preferences to reflect
the opinions of the decision maker, before the search process continues.
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Although several techniques of this type exist in the operations re-
search area, in evolutionary computation, progressive approaches are prac-
tically non-existing, although several a priori or a posteriori techniques have
been modified to include the possibility of incorporating preferences dur-
ing the search.


6.5 A posteriori techniques


In this set of techniques, the preferences are expressed at the end of the
search process, and practically do not interfere with it. Here, an algorithm
tries to generate solutions which represent all the trade-offs of the objective
functions (that is to say, such techniques try to generate the entire Pareto
front, or a uniform sample of it), and the decision maker will express the
preferences when choosing the final solution.


6.5.1 Criterion selection techniques


In this type of techniques, the selection mechanism divides the population,
and in each sub-population the selection is performed based on only one of
the objectives. The best existing example of these techniques is Schaffer’s
vector evaluated genetic algorithm (VEGA) [156].


In VEGA, the total population is divided in m equal parts, and in each
one of them the selection operates taking into account only one objective
function. Once the selection mechanism was performed, the population is
mixed to apply the rest of the evolutionary operators. All this process is
repeated at each generation.


An evident VEGA problem is that it does not promote good trade-offs,
but it prefers the best solutions of each objective separately. This problem
is known as speciation (by its analogue in genetics). This problem was
identified and attacked by Schaffer, using mating restrictions, not allowing
recombination between individuals of the same sub-population, as well as
other heuristic rules applied during the selection mechanism.


In another work [149] is also demonstrated that, if proportional selec-
tion is used, VEGA’s scheme is equivalent to a linear combination of ob-
jective functions, which means that it has limitations regarding nonconvex
Pareto fronts.
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6.5.2 Aggregating selection techniques
Here is again the use of aggregating functions to solve multiobjective prob-
lems. The difference this time, is that the weights are varied through the
generations or from an evaluation to another one, throughout the execu-
tion of the technique [75, 107]. The variation of the weights can be carried
out in different ways, even encoding them in the chromosomes of the in-
dividuals.


Nevertheless, these techniques have the drawback that, if a linear com-
bination is used, it is impossible to generate the entire Pareto front in all
cases.


6.5.3 Pareto sampling techniques
This group of techniques works by identifying the nondominated individ-
uals, and fitness assignment is made according to that characteristic.


There exist several forms to carry out the selection using Pareto sam-
pling, but the original idea was developed by Goldberg [57]. He proposed
to perform a ranking in the following way: first the nondominated indi-
viduals of the population are identified, and they are assigned the highest
ranking value; they are ignored in the rest of the ranking process. The
process continues identifying nondominated points in the remainder of
the population, to which the next rank level is assigned. This process of
ranking by layers is applied until a rank value has been assigned to each
individual in the population.


Goldberg also suggested the use of niching and fitness sharing [57], to
avoid convergence towards a single point. Since Goldberg’s suggestion
, the use of techniques to maintain diversity has become a general char-
acteristic of multiobjective evolutionary algorithms, but also implies an
additional computational cost.


The multi-objective genetic algorithm (MOGA) by Fonseca and Flem-
ing [52], adopted a different ranking strategy. In this proposal, the rank of
an individual depends on the number of individuals in the present popu-
lation that dominate it, according to the following expression:


rank(xi, t) = 1 + p
(t)
i


where p
(t)
i is the number of individuals that dominate xi at generation t.


From the previous expression is evident that the nondominated individu-
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als will have a rank value of 1. After the ranking process, fitnesses are as-
signed through an interpolation of the ranking values. Fonseca and Flem-
ing also use niching to avoid premature convergence. Fitness sharing is
done in objective function space in this case.


Srinivas and Deb [162] proposed the nondominated sorting genetic al-
gorithm (NSGA) that implements almost the exact ranking idea proposed
by Goldberg. The algorithm proceeds with the ranking by layers, that
they call waves. Also the fitness is shared (in decision variable space) be-
tween individuals close from each other in order to maintain diversity.
A second version of this algorithm, the NSGA-II, was proposed by Deb
et al. [41]. The NSGA-II incorporates elitism, and an operator to main-
tain diversity that does not require any parameters; it is computationally
more efficient than the NSGA and has exhibited a very good performance,
although some researchers have indicated that it performs considerably
better with real encoded variables than with binary encoding [27].


Unlike the aforementioned algorithms, which rank the entire popula-
tion, Horn and Nafpliotis [68] proposed a mechanism to perform tourna-
ments based on Pareto dominance, with the aim of avoiding the computa-
tional cost of ranking all the population. Their proposal is called Niched-
Pareto Genetic Algorithm (NPGA). In the NPGA, when two individuals
compete, both are compared with a fraction of the population (the authors
use 10%) and, if only one is nondominated, it wins; but if both of them
are dominated or nondominated, then a niche count is performed, and the
individual in a less populated region wins.


Later on, Erickson et al. [45] developed a second version of this al-
gorithm, the NPGA 2, in which all the population is ranked before the
tournaments. Another important difference is that the niche count is per-
formed with the existing (partially filled) population of the next gener-
ation, whilst the original NPGA performs it with the current (complete)
population. This way to perform the niche count with the next generation
was previously proposed by Oei et al. [124].


The Strength Pareto Evolutionary Algorithm (SPEA), by Zitzler and
Thiele [180], implements an external archive to store the nondominated so-
lutions obtained throughout the evolutionary process. Each individual in
this nondominated external archive is assigned a value of strength, which
is proportional to the number of individuals it dominates. Then, the fit-
ness of each individual in the population depends on the value of strength
of all the individuals in the external archive that dominate it, and a series
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of binary tournaments take place.
Also, a second version of SPEA (appropriately called SPEA2) was de-


veloped by Zitzler et al. [179]. In this algorithm, both the number of points
that dominate an individual, and the number of points dominated by it,
are used to calculate its fitness. Moreover, the method adopted to trun-
cate the external archive in SPEA2 always preserves the ends of the Pareto
front.


Van Veldhuizen and Lamont [172] proposed a multiobjective version
of the messy genetic algorithm [37], called Multi-Objective Messy Genetic
Algorithm (MOMGA). In the first phase, called initialization, the building
blocks are generated exhaustively up to certain specified size. The next
phase, called primordial, performs tournament selection. Finally, the jux-
tapositional phase generates the population by means of a cut and splice
operator of recombination.


MOMGA-II was proposed by Zydallis et al. [181], and is the multi-
objective version of the fast-messy genetic algorithm [58]. The initializa-
tion phase also produces building blocks, but this time are generated in a
stochastic way, to avoid an uncontrolled growth of the population when
generating all the existing building blocks. The second phase, called build-
ing block filtering, consists of reducing the population by means of a fil-
tering operation, so that only the best building blocks are preserved; also,
a tournament selection is performed in this phase. The third phase is the
same found in the previous version.


Pareto-Based Selection


Among the approaches based on Pareto sampling are the techniques that
use a selection based only on Pareto ranking, but they replace the other
standard mechanisms, such as fitness sharing to maintain diversity. For
example, the Thermodynamical Genetic Algorithm (TDGA) proposed by
Kita et al. [86]. This algorithm is based on an idea similar to simulated
annealing, and to perform selection it tries to minimize the free energy of
the system; this helps to maintain diversity in the population. This method
includes a temperature that is controlled according to a cooling schedule.


Another example of Pareto-based selection is the technique proposed
by Osyczka and Kundu [128], called “distance method” because is based
on the contact theorem to calculate relative distances among the individu-
als in the Pareto front. It does not require an additional method to main-
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tain diversity.


Pareto-Demes Based Selection


The techniques within this group divide their population into several sub-
populations, and they perform Pareto ranking on each one of them. This
process is expected to be more efficient than other approaches because of
this local ranking. Nevertheless, in order to obtain global Pareto optimal
solutions, a mechanism of communication among them is needed. These
techniques are specially suitable for parallelization [152].


Pareto Elitist-Based Selection


In evolutionary single-objective optimization, is necessary to retain the
best individual in order to assure convergence. In evolutionary multiob-
jective optimization the role of elitism is not clearly known, but the expe-
rience shows that it is important, and most modern approaches include
it. Elitism in the multiobjective optimization framework is more compli-
cated than in the single-objective case, because in the latter case the best
individual can be identified clearly, but in the former case all the nondom-
inated individuals are equally good. The most common way to perform
elitism in multiobjective evolutionary optimization is through an external
archive, that stores the nondominated individuals to preserve them.


Elitism can be the main source to conform a population, using a sec-
ondary source (e.g., a diversity archive) to fill it. If this is the case, we say
that the technique applies Pareto elitist-based selection. The following are
some examples of approaches within this group.


The Pareto Archived Evolution Strategy (PAES), proposed by Knowles
and Corne [87], is a (1 + 1)-ES with an external archive incorporated, in
which the nondominated individuals found along the evolutionary pro-
cess are stored. The nondominated individuals with respect to the current
population are compared with the points in the external archive, and if
they are again nondominated, they are stored. The mechanism adopted
by PAES to maintain diversity consists of an adaptive grid, that is compu-
tationally more efficient than the niching methods.


Knowles and Corne also experimented with a (1 + λ)-ES and a (µ +
λ)-ES, but they claim that there are no significant improvements, but an
increment in the computational cost associated [87].
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Corne et al. [31] proposed the Pareto Envelope-based Selection Algo-
rithm (PESA), with a small main population, and a larger secondary pop-
ulation (similar to the external archive mentioned before). During each
iteration of the algorithm, some points from the external archive are ran-
domly selected, and they are transformed to produce the new individuals
in the main population; when this main population is filled, the nondom-
inated individuals will be integrated to the secondary archive.


Later on, the PESA-II was proposed by Corne et al. [30], whose main
difference with PESA is the region-based selection (the selection is per-
formed using regions, and not individuals). When the mechanism selects
a region as a parent, an individual within that region is selected at random.


The micro-Genetic Algorithm (µ-GA), proposed by Coello Coello and
Toscano Pulido [24, 25], is another algorithm that keeps a small main pop-
ulation. It has a population memory, that is divided in a replaceable and
a non-replaceable part; from this memory are selected the individuals to
conform the main population. This small population is adopted by the
genetic algorithm with normal operators, and when it converges, it pro-
vides the nondominated individuals to fill up an external memory (exter-
nal archive). Some of the individuals in this external memory will enter to
the replaceable part of the population memory. The µ-GA uses three types
of elitism.


6.5.4 Independent sampling techniques
Independent sampling consists of performing several executions of the
technique to find different points of the Pareto front.


The independent sampling techniques that have been proposed in evo-
lutionary computation consist of scalarizing functions, but in this case the
weights do not represent the preferences, but that they are varied to per-
form independent executions, so that different portions of the Pareto front
can be found [117, 12, 171, 77, 132].


These techniques can generate good fronts, but they are not very popu-
lar probably because the computational cost may be excessive when many
points are required, or when the problem has many objectives.


The approach proposed in this work can be classified within the inde-
pendent sampling techniques. Our motivation is to take advantage of the
convergence properties of the CDE approach, while managing the afore-
mentioned drawbacks with additional mechanisms to reduce their influ-
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ence.
It is worth mentioning that our approach performs several optimiza-


tion processes, one for each point produced, but they are not totally inde-
pendent, as we will see in the following chapter.
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7
A Proposal for Multiobjective Optimization using
the Cultured Differential Evolution


Hybrid approaches of evolutionary techniques and mathematical program-
ming methods for multiobjective optimization are not very popular, prob-
ably due to the fact that mathematical programming techniques are fre-
quently scalarizing functions, and thus require several executions of a
single-objective optimizer to obtain the Pareto set or a sample of it. Con-
versely, most evolutionary multiobjective approaches obtain a set of non-
dominated solutions (i.e., an approximation of the Pareto set) in a single
run.


The experience of some researchers is that hybrid approaches have
been found to be relatively expensive when solving “easy” multiobjective
problems, because of the several single-objective optimizations that need
to be performed in order to generate the Pareto front.


Nevertheless, and despite their disadvantages, we consider that a hy-
brid approach can be a very effective choice under certain conditions. In
our experience, mathematical programming techniques tend to produce
points of very high quality (i.e., tend to produce Pareto optimal points, or
very good approximations of them), even when the problem may appear
to be very difficult for most elitist multiobjective evolutionary algorithms
based on Pareto ranking. This is due to the fact that in this case the search
focuses on a single point, instead of aiming to converge to a set of them,
and therefore, a better exploitation may take place.
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In this work, we use the ε-constraint method as the mathematical pro-
gramming technique, and the CDE previously described as the evolu-
tionary algorithm. The CDE, according to our previous results, allows
us to reduce the total number of fitness function evaluations, while ob-
taining competitive results, due to the extracted and applied information
during the search process. Even with this reduction of function evalua-
tions, the total approach may be more expensive (in fitness function eval-
uations) than a current multiobjective evolutionary algorithm, when solv-
ing “easy” multiobjective problems. But the advantages are evident when
trying to solve “hard” problems.


When we talk about “easy” or “hard” problems, we correlate this terms
to the degree of difficulty for a state-of-the-art evolutionary multiobjective
approach (such as the NSGA-II) to solve it, with a parameter setup as rec-
ommended by its authors, and a typical budget of fitness function evalua-
tions (10,000–100,000). Recently, researchers have proposed problem sets,
that contain very difficult problems (according to the previous meaning),
because with them, most evolutionary algorithms cannot converge to the
true Pareto front within 100,000 fitness function evaluations or even more
[71, 126]. It is precisely in these “hard” problems where a hybrid approach
may appear advantageous, mainly when we use an efficient evolutionary
approach for the hybridization, such as the CDE.


Moreover, in order to reduce the computational cost of the hybrid ap-
proach, we propose to generate only a few points. We will also show that,
by carefully choosing the values of the ε vector, it is possible to obtain a
well distributed set of points, that constitute a reasonably good approxi-
mation of the true Pareto front. These points are then processed by another
approach able to diversify them such that a larger area of the Pareto front
can be covered. Obviously, this diversification approach, which acts as a
local search algorithm, should be computationally affordable, so that the
total cost of the proposed hybrid algorithm remains reasonably low. We
propose a simple evolutionary algorithm for this step.


With this further processing of the obtained points, we also alleviate
some of the problems related to the parametrization of the ε-constraint
method when dealing with many-objective problems.


Next, we will describe the hybridization of the ε-constraint method
with the CDE, and the approach developed for diversification of the points.
But first, some considerations to properly assign the values of the ε vector
are provided.
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7.1 Estimating the nadir objective vector


To assign different values to the ε vector without any knowledge of the
problem, is not a trivial task. Recently, Laumanns et al. [101] proposed a
method to vary the ε values. It consist of executing an initial optimization
without constraints, and then use the objective functions values of the re-
sult to set up the values for ε for the next optimization, and so on. If the
Pareto front is discrete, this approach is particularly suitable, because it
can find the entire Pareto optimal set, as proved in [101].


This approach may be too expensive when the Pareto front is continu-
ous, as it is most likely to be when we are dealing with real-valued prob-
lems. This is because the ε values tend to produce points that are too close
of each other, making very difficult to control the number of points de-
sired as outcome, and requiring many single-objective optimizations. As
our approach is designed to work with real-valued problems, we consid-
ered an alternative: to obtain an approximation of the dimensions of the
Pareto front, and then divide it into a number of intervals depending of
the number of solutions that we want as outcome. The εj must vary from
the best to the worst value for the objective j, i.e. the search must move
from the ideal to the nadir objective vector.


The estimation of the ideal objective vector involves individual opti-
mizations of one objective at a time. On the other hand, the estimation of
the nadir objective vector is a more difficult task [118]. Currently, there
are no efficient and reliable methods to estimate the nadir point, for an
arbitrary problem. Only for the two-objective case, there exists a simple
method that can provide a good estimation, which is called the payoff ta-
ble. This approach consists of performing individual optimizations of one
objective at a time, similar to those required to the ideal vector; the result of
every optimization is evaluated for all the objectives, an finally the worst
values for each objective are recorded. Figure 7.1 illustrates this process. A
first approach for solving two-objective problems using this method was
published in [99].


The payoff table method may produce estimations with significant er-
ror, when the problem has more than two objectives, regardless of the op-
timization procedure adopted. As we also want to solve problems with
three or more objectives, the alternative is to use metaheuristics for this
task as well. In this work, we use a technique based on the approach in
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Results for the optimizations:


f1 f2 f3 f4


23.5 62.63 23.75 76.44
39.68 48.68 84.84 186.64
65.46 64.68 8.80 43.84
84.16 92.34 13.39 14.39


Estimated ideal objective vector: 23.5 48.68 8.80 14.39


Estimated nadir objective vector: 84.16 92.34 84.84 186.64


Figure 7.1: Example of the payoff table method


[39], which is a modification of the crowding mechanism of the NSGA-II.
The modification consists of emphasizing the generation of nondominated
solutions near to the edges of the Pareto front, and not only the extreme
values. This is done checking first for nondominance; then, the points of
a given front are sorted, and assigned a crowding distance higher for each
of the extreme valued, and lower for central values. This procedure is per-
formed for each objective, and the final crowding value of each point is
assigned as the maximum of all the computed values for that point.


In this work, we perform the estimation using a standard differential
evolution approach, incorporating the new ranking rules before the selec-
tion procedure. A detailed description of the fitness assignment mecha-
nism is the following:


1. After the generation of all the children in the current iteration, per-
form Pareto ranking.


2. Sort the points of the first front using the values for the first objective.


3. Assign a fitness of 0 to the first and the last individuals; assign a
fitness of 1 to the individuals next to the first and the last points, and
so on.


4. Sort the same front using the values for the second objective, and
repeat step 3. If the previous assigned fitness value of an individual
is larger than the current one, do not update (keep the larger one).
Sort for the other objectives and repeat step 3.







7.2 The ε-constraint based approach: εCCDE 85


5. Repeat steps 2, 3 and 4 for the rest of the fronts. When assigning
fitness to the k-th front, the fitness values will be: t1 + . . . + tk−1 for
the first and last points, t1 + . . . + tk−1 + 1 for the individuals next to
the first and the last, and so on. tk is the number of points in the k-th
front.


The rest of the algorithm adopted is a standard differential evolution. The
decision of using a differential evolution algorithm is due to the speed re-
quired, because this is only the first step of the process, and the estimation
obtained will be relaxed in the next steps.


In the following, let us assume that the procedure nadir_st(f , g) per-
forms the modified differential evolution previously described for g gen-
erations. It will return two arrays, lb and ub with the estimated ideal and
nadir objective vectors (assuming minimization).


7.2 The ε-constraint based approach: εCCDE


The single-objective optimizer, on which our method is based, is the cul-
tured differential evolution previously described. Let’s now assume that it
is available as the procedure cde(fl, ε, g), which performs the optimization
process of the ε-constraint method during g generations and returns the
best point found. The pseudo-code of the ε-constraint with CDE (εCCDE)
is shown in Algorithm 8.


In Algorithm 8, the lower and upper bounds, lb and ub, are increased
by a tolerance t; this is done since the results of the nadir_st procedure
are only approximations, and it is possible to find a better point beyond
them. We use tj = 0.1(ubj − lbj). The ε values are updated with a δ, which
depends on the number of points in the Pareto front desired by the user (or
decision maker). It is obtained as follows: δj =


ubj−lbj


pj
. This way, we aim


that the final points are equally spaced in their projection over the f2 to fm


axes. g is an input parameter of the algorithm, but it is very important,
because together with pj and the population size of the cde procedure,
µ, define the total number of fitness function evaluations required by the
approach. The number of fitness function evaluations is


(∏m
j=2 pj


)
· g · µ.


Algorithm 8 shows f1 as the objective to be optimized, and f2 to fm as
the constraints. However, one can interchange the roles of the objectives
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Algorithm 8: ε-constraint with CDE
P = ∅
(lb,ub) = nadir_st(f , g)
ub = ub + t, lb = lb− t
εj=2,...,m = lbj + δj


while εm ≤ ubm do
x = cde(f1, ε, g)
if x is nondominated with respect to P then


P = P − {y ∈ P | x Â y}
P = P ∪ {x}


end if
ε2 = ε2 + δ2


for j = 2 to m− 1 do
if εj > ubm then


εj = lbj + δj


εj+1 = εj+1 + δj+1


end if
end for


end while
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if the problem looks harder to solve in the original setting. In the experi-
ments shown in this thesis, the original setting was always preserved, and
f1 was always taken as the objective to optimize, to allow a fair compar-
ison. But, as a suggestion for better results, if it is known which of the
objective functions is the most difficult to optimize, such objective func-
tion should be chosen to be optimized, and the rest should be adopted as
constraints.


In order to improve the performance of each optimization process, the
algorithm shares a percentage of the population, in the initial population
of the next process. This helps because the problems to be solved are very
similar, and the only change is the upper bound of the objective functions
which are treated as constraints. When all the population is shared, the
loss of diversity leads to premature convergence. In practice, we found
that a small percentage (around 10%) of the population to be shared is
enough to improve convergence without losing diversity.


The εCCDE approach provides good results by itself (see Chapter 8),
but it can result computationally expensive when many points of the Pareto
front are required (i.e., when pj is large), because it needs an individual
optimization process for each point. At this point, we propose to keep the
pj values low, and to use an alternative technique to spread out the few
points obtained earlier, in order to cover a larger area of the Pareto front.


By low, we mean pj ≤ 5, depending on the number of objectives. When
the number of objectives m is greater than, say, 6, one may use pj = 1
for m − 6 objectives, and pj = 2 to the rest, to avoid adding unnecessary
computational cost to this phase, even when this may affect the spread
over the Pareto front. This is an inherent problem of the technique, and is
related to the fact that, when dealing with many-objective problems, the
search for Pareto optimal solutions is harder, because more points become
nondominated.


This approach, based only on the ε-constraint method, and without
any dispersion technique, was published in [99].


7.3 An additional technique for dispersion


There exist some techniques specialized in spreading points from the Pareto
front. Here, we developed a simple evolutionary algorithm, based on the
assumption that we have as input a well distributed sample of the Pareto
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front. This sample is obtained with the εCCDE approach.
The algorithm then, tries to fill the spaces between one point and an-


other. This is made using crossover operators based on interpolation, and
then we apply a mutation operator. The procedure is described in Algo-
rithm 9.


Algorithm 9: Evolutionary algorithm for disperssion
Set the input points as the initial population
repeat


Select one crossover operator
Randomly select as many parents as needed for the crossover opera-
tor
Apply crossover
Apply mutation
if the newly generated point is nondominated then


Add the new point to the population
end if
if Size of the population > desired number points then


Remove one point in the most populated area
end if


until the maximum number of evaluations has been reached


Two crossover operators were used, based on linear and quadratic in-
terpolation, respectively. The linear crossover operator is especially useful
when the Pareto optimal set is a convex set. For other cases, the quadratic
crossover operator, as well as the mutation operator complement the job.


7.3.1 Crossover operators
The linear crossover operator to generate the j-th child is the following:


x′j = (1− α)xr1 + αxr2


where the random integers r1, r2 ∈ {1, . . . , µ} represent the parents, and α
is a random number with mean = 0.5 and standard deviation = 0.5. This is
to keep most of the time the newly generated individual between xr1 and
xr2, but with a small chance to generate it outside this interval (to make an
extrapolation).
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The quadratic crossover operator is the following:


x′1,j = (1− α3)x1,r1 + α3x1,r3


x′i=2,...,n,j = (1− α1)(1− α3)xi,r1 + α1(α2 − 1)xi,r2 + α3α2xi,r3


where α1 =
x′1−xr1


1


xr2
1 −xr1


1
, α2 =


x′1−xr2
1


xr3
1 −xr2


1
. α3 must be obtained as α for the linear


crossover operator, allowing sometimes to compute an extrapolation. In
this case there are three parents, and the child obtained will be a quadratic
interpolation in their projection over the x1-xi axes (for i = 1, . . . , n).


7.3.2 Mutation operator
Finally, a very small mutation is applied, mainly not to destroy the effect
of the crossover operators, but to perform a local search. To avoid the need
of self-adaptation in its magnitude, we use the values of the parents:


x′′i=1,...,n = x′i + Zi


(
0, 0.1


∣∣xr1
i − xr2


i


∣∣)


where Zi(µ, σ) is a realization of a random variable, with mean µ and stan-
dard deviation σ.


This evolutionary algorithm is designed to generate several intermedi-
ate points over the Pareto front, assuming that the input points are Pareto
optimal. In addition to some Pareto points, it takes as input parameter the
limit for the fitness function evaluations it will perform, emax. This is an al-
ternative for a second phase of the approach in order to save evaluations,
but it is not the only one. In [100], we use an approach based on rough sets
theory.


7.4 Parameters of the technique


The parameters needed for this approach to work are summarized in Ta-
ble 7.1. We suggest some values for each parameter, according to our ob-
servations, empirically derived after numerous experiments.


Besides the parameters in Table 7.1, is necessary to set the parameters
of the CDE procedure, as described in Section 4.5 on page 46, including all
the parameters related to the belief space.


In the next chapter, we will describe the performed experiments, and
we will present the comparison of the results obtained.
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Table 7.1: Parameters for the εCCDE technique


Parameter Meaning Suggested Value
µ Population


size of the
individual
optimizations.


As the CDE (Chapter 4), the ap-
proach works well with small
populations. A good choice is
between 10 and 50.


g Maximum
number of gen-
erations per
each individual
optimization.


Between 50 and 100. Try reduc-
ing it if more speed is needed, or
increasing it if more precise re-
sults are required.


pj Number of
divisions for
the ε-constraint
method per
objective. It
also refers to
the number of
points on each
dimension.


The total number of points ob-
tained during the ε-constraint
phase is


∏m
j=2 pj . It is advisable


to keep this number ≤ 32, or
lower (near to 10) if possible.


sshare Portion of the
population
shared between
optimizations.


Use a small value, such as 10 %,
to improve the individual opti-
mizations keeping a low risk of
diversity loss.


emax Maximum
number of fit-
ness function
evaluations
to be per-
formed by the
evolutionary
algorithm for
dispersion.


More evaluations provide more
points and they tend to be closer
to the true Pareto front. Perform
as many as resources allow.







8
Results for the Multiobjective Optimization
Approach


In the previous chapter, we mention that the εCCDE approach can be ap-
plied alone, producing all points as a result of individual optimizations.
This may result expensive, especially if the problem has many objectives.
In this chapter, we perform some experiments with εCCDE alone, on prob-
lems with only two objectives, in order to explore its performance. Then,
we perform more experiments of the εCCDE and the additional technique
for dispersion, on problems of two and three objectives.


8.1 εCCDE alone


In order to validate the performance of the proposed approach, some test
functions have been taken from the specialized literature. One may think
that the several single-objective optimizations required may give rise to
a prohibitively high computational cost, which is unnecessary consider-
ing that a modern multiobjective evolutionary algorithm may produce a
similar approximation of the Pareto front at a much more affordable com-
putational cost. There are problems, however, where this is not the case,
and in which a modern evolutionary algorithm presents difficulties, or
definitively cannot converge to the true Pareto front even if we do not re-
strict the number of evaluations performed. It is precisely in those cases
for which we believe that our approach can be a viable alternative. The
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εCCDE, as a hybrid approach, focuses on a region during each individual
optimization, and this may result on a good approximation for that indi-
vidual point, even tough the rest of the front is ignored in that step (with
several individual optimizations it is possible to cover a significant region
of the Pareto front).


8.1.1 Test problems


To make evident the possible advantages of our approach, we looked within
the current benchmarks for multiobjective problems that are particularly
difficult to solve for current multiobjective evolutionary approaches. Our
search led us to the use of a recent benchmark proposed by Huband et al.
[70]. This benchmark was constructed using a block-oriented approach,
where each block introduces a desired feature to the problem. For exam-
ple, there are blocks for making the problem non-separable, deceptive,
multimodal, etc. The shape of the Pareto front is also controlled with
blocks, and it is possible to design linear, concave, convex, mixed or dis-
connected fronts.


In this benchmark we found very hard problems (WFG1, WFG2 and
WFG9). Each of them has 24 variables. WFG1 is strongly biased toward
small values of the first 4 variables, WFG2 is non-separable and also has a
disconnected Pareto front, and WFG9 is a deceptive problem.


All the problems in the benchmark were used for the experiments. The
expressions for the problems are provided in Appendix B.


We decided to compare results with respect to the NSGA-II [41], since
this is an approach representative of the state-of-the-art in the area.


8.1.2 Experimental setup


We ran both algorithms during 25,000 fitness function evaluations each
(except for WFG1). With this number of evaluations we can fairly perform
the comparison (the authors of the NSGA-II performed close to 25,000
evaluations in the orignial proposal). We aimed to obtain a set of 50 points
as a result of each run, so we adapted the parameters according to that. For
the ε-CCDE, the parameters adopted were: p = 50, g = 48, with 10% of the
population shared between optimizations (this 10% is chosen at random).
For the cde procedure we used µ = 10, F = 0.7, CR = 0.5. The popula-
tion size of the NSGA-II was set to 52, and the number of generations to
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Figure 8.1: Results for the 2-objective WFG1


481. The rest of the parameters were set as recommended by its authors:
probability of crossover = 0.9, probability of mutation = 1/n, the value of
the distribution index for crossover = 15, and the value of the distribution
index for mutation = 20.


Only for WFG1, the total number of fitness function evaluations was
increased to 250,000, because this is a really difficult problem. The pa-
rameters adopted in this case were: g = 120 and µ = 40. The number of
generations of the NSGA-II was changed in this case to 4808. Even with
this large number of iterations, the NSGA-II was not able to reach the true
Pareto front.


In Figures 8.1 to 8.9, we show the results of a single run for each test
problem. Since a visual comparison of the results may be inaccurate, we
also used some performance measures to allow a quantitative comparison
of results.


8.1.3 Performance measures


To assess the performance of the proposed approach, we adopted two
measures.


Two Set Coverage (CS) measure [178], which is an indicator of how much
a set covers (or dominates) another one. A value of CS(X,Y ) = 1
means that all points in X dominate or are equal to Y . If CS(X,Y ) =
0, there are no points in X that dominate some point in Y . When
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Figure 8.2: Results for the 2-objective WFG2
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Figure 8.3: Results for the 2-objective WFG3
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Figure 8.4: Results for the 2-objective WFG4
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Figure 8.5: Results for the 2-objective WFG5
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Figure 8.6: Results for the 2-objective WFG6
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Figure 8.7: Results for the 2-objective WFG7
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Figure 8.8: Results for the 2-objective WFG8
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Figure 8.9: Results for the 2-objective WFG9
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Table 8.1: Mean and standard deviation of the CS measure for the εCCDE
alone (a larger value is better for the first algorithm)


Test Problem CS(εCCDE, NSGA-II) CS(NSGA-II, εCCDE)
mean (std. dev.) mean (std. dev.)


WFG1 1.0000 (0.0000) 0.0000 (0.0000)
WFG2 0.8509 (0.1771) 0.0362 (0.0614)
WFG3 0.3987 (0.2691) 0.0908 (0.1368)
WFG4 0.2415 (0.1358) 0.4672 (0.2948)
WFG5 0.0065 (0.0073) 0.96694 (0.0461)
WFG6 0.3815 (0.1075) 0.04753 (0.0152)
WFG7 0.0124 (0.0062) 0.6275 (0.2546)
WFG8 0.6789 (0.1746) 0.3272 (0.2803)
WFG9 0.6415 (0.3669) 0.0995 (0.2114)


using this measure, it is necessary to calculate CS(X, Y ), as well as
CS(Y, X), to quantify possible overlaps between sets.


Binary Coverage (Qc) [47], which is an indicator of the ability of an algo-
rithm to obtain solutions near the extrema of the Pareto front, mea-
suring the largest possible angle between two vectors of the output
of an algorithm. This is a secondary criterion when proper conver-
gence has been achieved, because it does not measure convergence
itself, and it may occur that a set is very far from the true Pareto
front, but it covers a larger area. A value of Qc(X,Y ) > 0 means that
X contains points that are nearer to the extrema of the true Pareto
front than those of Y (it covers a larger angle). It is worth noticing
that Qc(X,Y ) = −Qc(Y,X), therefore, it is not necessary to compute
both Qc(X,Y ) and Qc(Y,X).


We executed our ε-CCDE 30 times per problem, and then executed the
NSGA-II 30 times with the same random seeds, and we performed 30 one-
to-one comparisons.


The results of the CS and the Qc measures are summarized in Tables 8.1
and 8.2, respectively.







98 Results for the Multiobjective Optimization Approach


Table 8.2: Mean and standard deviation of the Qc measure for the εCCDE
alone (a larger value is better for the first algorithm)


Test Problem Qc(εCCDE, NSGA-II)
mean (std. dev.)


WFG1 0.2112 (0.0634)
WFG2 0.0677 (0.2172)
WFG3 -0.0299 (0.0253)
WFG4 -0.3967 (0.1469)
WFG5 -0.4375 (0.0168)
WFG6 -0.4328 (0.2258)
WFG7 -0.2813 (0.1868)
WFG8 -0.5678 (0.2687)
WFG9 -0.0913 (0.1154)


In more than half of the problems in Table 8.1, the εCCDE obtained
better average values. However, the improvement is not always the same.
In WFG1, all the points of εCCDE always dominate the points produced
by the NSGA-II, because the latter cannot properly converge. The con-
vergence is also good in problems WFG2 and WFG9. On the other hand,
in WFG5 and WFG7, the NSGA-II presented a significantly better con-
vergence. This may be due to the number of evaluations needed for the
εCCDE to converge, even when the problem is not so hard.


In other cases, as WFG3, WFG4, WFG6 and WFG8, the algorithms are
very competitive regarding convergence.


Now, we will examine Table 8.2. This time, our approach obtained the
largest values for WFG1 and WFG2. For the rest of the problems, and
particularly for WFG5, WFG6 and WFG8, this metric indicates that that
NSGA-II can cover a larger length of the Pareto front. However, it is im-
portant to keep in mind that this is a secondary criterion, which becomes
relevant only when a proper convergence has been achieved.


As an overall conclusion, we can see that when the problem is hard
enough to prevent the convergence of an evolutionary multiobjective ap-
proach such as the NSGA-II, the εCCDE may achieve a better convergence
and a better distribution. But, if the evolutionary algorithm can converge
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within a moderate number of evaluations, the εCCDE alone may present
difficulties for both, convergence and dispersion (within this number of
evaluations).


8.2 εCCDE plus dispersion technique


This time, we perform a second phase of the approach, in order to reduce
the number of fitness function evaluations necessary to obtain good re-
sults. The experiments were performed on two- and three-objective prob-
lems.


8.2.1 Test problems


We use again the WFG problems, but this time, we adopt the version with
three objectives. The dispersion technique reduces the cost of the εCCDE,
and we can now tackle three-objective problems at an affordable cost.


In addition to the WFG suite, in the recent literature there are other
examples of hard problems for current multiobjective approaches, such
as the problems from Okabe et al. [125]. This test suite consist only of
two problems, but they have shown to be very challenging for current
multiobjective evolutionary algorithms. These problems are constructed
based on a starting space, and then applying transformations to obtain
both, the Pareto front and the Pareto optimal set (i.e., the optimal points
in objective and decision variable space). The aim of this benchmark is to
obtain problems with a Pareto optimal set whose expression is nonlinear
in objective space, but also in decision variable space.


The problems of this benchmark are designated as OKA1 and OKA2.
They only have 2 and 3 variables and 2 objectives, but the geometry of
their Pareto optimal sets is nonlinear, and they are also strongly biased to
the opposite side of the Pareto front.


We also use four of the so-called Zitzler-Deb-Thiele (ZDT) problems
[178], because they have been used frequently in the specialized literature,
and they constitute a reference point for many researchers in the field.


The expressions for all the problems are found in Appendix B.
Again, we compare our results with respect to the NSGA-II [41]. It


is also known, that the NSGA-II performs particularly well in the ZDT
problem set.
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8.2.2 Experimental setup


We ran both algorithms during 15,000 fitness function evaluations each
(including those evaluations required to estimate the ideal vector), except
for OKA2 and WFG1. We aimed to obtain a set of 100 points as a result of
each run, so we adapted the parameters according to that. For the εCCDE,
the parameters adopted were, for the two-objective problems: p = 5, g =
100, with 10% of the population shared between optimizations (this 10%
is chosen at random), for the cde procedure we used µ = 20, F = 0.7,
CR = 0.5.


The parameters for the three-objective problems (the parameters must
be different because the number of evaluations depends of the number of
objectives m) were: p = 3, g = 70 and µ = 16 .


The maximum number of evaluations performed by the dispersion
technique was set to 5,000 in both cases.


The population size of the NSGA-II was set to 100, and the number of
generations to 150. The rest of the parameters were set as recommended
by the NSGA-II’s authors: probability of crossover = 0.9, probability of
mutation = 1/n, the value of the distribution index for crossover = 15,
and the value of the distribution index for mutation = 20.


Only for OKA2 and WFG1, the total number of fitness function evalu-
ations was increased to 25,000, because these are really difficult problems.
In this case, we adopted, for the two-objective problem (OKA2): g = 150,
and for the three-objective problem (WFG1): g = 104. In both cases the
maximum number of evaluations of the dispersion technique was set to
10,000. The number of generations of the NSGA-II was changed in this
case to 250, to allow a fair comparison. However, even with this large
number of iterations, the NSGA-II was not able to reach the true Pareto
front of WFG1, and in the case of OKA2, a very small length of the Pareto
front was covered.


In Figures 8.10 to 8.24, we show the results of the run on the median
with respect to the CS measure for each test problem adopted.


8.2.3 Performance measures


The methodology to measure the performance of the algorithms was the
same as the adopted for the εCCDE alone. The results are summarized in
Table 8.3 for the CS measure, and in Table 8.4 for the Qc measure.
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Figure 8.10: Results for the 3-objective WFG1
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Figure 8.11: Results for the 3-objective WFG2
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Figure 8.12: Results for the 3-objective WFG3
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Figure 8.13: Results for the 3-objective WFG4
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Figure 8.14: Results for the 3-objective WFG5
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Figure 8.15: Results for the 3-objective WFG6
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Figure 8.16: Results for the 3-objective WFG7
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Figure 8.17: Results for the 3-objective WFG8
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Figure 8.18: Results for the 3-objective WFG9
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Figure 8.19: Results for OKA1
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Figure 8.20: Results for OKA2
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Figure 8.21: Results for ZDT1
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Figure 8.22: Results for ZDT2
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Figure 8.23: Results for ZDT3
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Figure 8.24: Results for ZDT4
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Table 8.3: Mean and standard deviation of the CS measure for the
εCCDE+D (a larger value is better for the first algorithm)


Test Problem CS(εCCDE+D, NSGA-II) CS(NSGA-II, εCCDE+D)
mean (std. dev.) mean (std. dev.)


WFG1 0.8040 (0.0169) 0.0000 (0.0000)
WFG2 0.5288 (0.4904) 0.3986 (0.3737)
WFG3 0.1273 (0.0387) 0.4146 (0.2638)
WFG4 0.1688 (0.0386) 0.1285 (0.0315)
WFG5 0.0033 (0.0027) 0.2723 (0.0783)
WFG6 0.2564 (0.1670) 0.0579 (0.3490)
WFG7 0.0021 (0.0015) 0.1683 (0.0872)
WFG8 0.2736 (0.1543) 0.1448 (0.0984)
WFG9 0.6896 (0.2014) 0.0543 (0.0539)
OKA1 0.2798 (0.2179) 0.1600 (0.1384)
OKA2 0.4165 (0.1593) 0.1688 (0.1062)
ZDT1 0.4896 (0.0738) 0.1906 (0.0760)
ZDT2 0.0269 (0.0094) 0.4000 (0.1724)
ZDT3 0.0242 (0.0083) 0.5145 (0.0574)
ZDT4 0.5906 (0.2208) 0.1966 (0.1118)
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Table 8.4: Mean and standard deviation of the Qc measure for the
εCCDE+D (a larger value is better for the first algorithm)


Test Problem Qc(εCCDE+D, NSGA-II)
mean (std. dev.)


WFG1 0.6194 (0.1322)
WFG2 -0.1636 (0.1154)
WFG3 0.4158 (0.1667)
WFG4 -0.0711 (0.0241)
WFG5 -0.3513 (0.1784)
WFG6 -0.4257 (0.1686)
WFG7 -0.1687 (0.1268)
WFG8 0.1273 (0.0613)
WFG9 0.0361 (0.1028)
OKA1 0.0918 (0.1001)
OKA2 -0.1375 (0.1403)
ZDT1 0.0060 (0.0082)
ZDT2 0.0378 (0.0248)
ZDT3 -0.1102 (0.0615)
ZDT4 -0.4357 (0.3510)
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In most of the problems in Table 8.3, the approach presented here ob-
tained better average values. However, the improvement is not always
the same. In WFG1 and WFG9, almost all the points of εCCDE always
dominate the points produced by the NSGA-II, because the latter cannot
properly converge. On the other hand, in WFG2, WFG4, and WFG8, as
well as OKA1, both algorithms show difficulties to dominate the results of
each other.


Regarding the ZDT problems, the NSGA-II presented a better conver-
gence in two problems (ZDT2 and ZDT3), while in the other two our ap-
proach obtained a better convergence.


The results for the Qc measure was this time more balanced. Our ap-
proach obtained the largest value for WFG1. For WFG5 and WFG6, as
well as for ZDT4, this metric indicates that the NSGA-II can cover a sig-
nificantly larger length of the Pareto front. But the previous measure for
these problems, showed that our εCCDE obtained a better convergence
than the NSGA-II, except in WFG5, where the NSGA-II obtained both, a
better convergence and a larger length over the Pareto front.


Our approach presented good results on the two-objective version of
WFG3, but in the three-objective version, the performance is not so good.
This may be consequence of the degenerated Pareto front, a characteris-
tic which is not evident on two objectives. Because of the division of the
search space by the ε values, we expected the approach to have some prob-
lems with degenerated Pareto fronts.


Finally we can say that, with the addition of a dispersion technique,
which reduces the number of function evaluations needed for the εCCDE
to work, the approach becomes very competitive while preserving its ad-
vantages on hard problems.







9
Incorporation of Preferences to εCCDE


Incorporating preferences of the decision maker to the optimization pro-
cess is a common practice in operational research [118]. It consist of ex-
pressing the preference for some objectives over the others, or for some
region of the objective space, aiming to reduce the total number of solu-
tions representing different compromises, and thus helping to the decision
making process.


Evolutionary algorithms are frequently designed to obtain a sample of
the whole Pareto front, giving all the information to the decision maker
and leaving to him/her the decision of which to implement (a posteriori
methods) [21]. However, it may be useful to express preferences a priori or
interactively to the optimization process, for example to reduce the com-
putational cost of generating many points on regions of little interest.


Here, we develop two mechanisms of incorporation of preferences to
our previously proposed εCCDE. We obtain two main advantages from
the use of such mechanisms:


• To reduce the computational cost related to obtaining the ideal and
nadir objective vectors.


The ideal and nadir objective vectors are not necessary when infor-
mation about the region of desired solutions is available, because
individual optimizations are carried out only inside that region.


• To alleviate the issues of the algorithm when solving many-objective
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problems.


Because the number of desired solutions as outcome may be smaller
(because they are closer to the desired values), is not necessary to
perform an aggressive sub-division of the objective space. This point
will be clarified after the descriptions of the developed mechanisms.


The two approaches developed for incorporation of preferences to the
εCCDE are: to provide ranges for m−1 objectives, and to provide a vector
of goals. Both approaches are described next.


9.1 Provide ranges for m− 1 objectives


With this first approach is easier to control the length of the portion of the
Pareto front that will be obtained, but the values of the solutions in one
objective function will be defined by the other objectives. This is useful if
the decision maker is interested in some values of specific objectives, but
he/she has not information about all of them.


This approach is a direct application of the ε-constraint method, which
needs the ideal and nadir vectors to bound the search. In this case, the
search is bounded by the ranges provided by the decision maker. In Fig-
ure 9.1 is shown an example for two objectives. The values of f1 are de-
fined by the range given for f2, which is the range of concern of the deci-
sion maker. A series of individual optimizations are carried out, as many
as the number of points desired as outcome.


The implementation of this approach is very simple: the ranges pro-
vided by the decision maker are assigned to the lb and ub vectors in Al-
gorithm 8 on page 86.


If many points are desired as outcome, or the problem has many (three
or more) objectives, the ε-constraint method can be used only to find the
extreme points in the range of interest (2m−1 points), and then the disper-
sion technique described in Section 7.3 on page 87 can be used.


9.1.1 Results
For this approach, it is very difficult to make a comparison of results with
another multiobjective approach, because even when there are some ap-
proaches that incorporate preferences of the decision maker [33, 48, 144],
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Figure 9.1: The ε-constraint method with ranges


the resulting covered region of the Pareto front will not be the same. Thus,
we decided to measure only convergence, adopting a unary performance
measure. We use the generational distance, GD [173], which measures the
differences from the obtained points to the nearest points of the true Pareto
front. As it measures distances, a value closer to zero is better.


The GD measure has received some critics because it only measures
distance from the true Pareto front, and not the dispersion or region cov-
ered. The inverted GD measure somehow alleviates these issues, measur-
ing the differences from every point of a good sample of the true Pareto
front to the nearest obtained point. However, when only a portion of the
Pareto front is intentionally produced, the inverted GD will always report
bad results, whilst the original GD measure will only measure conver-
gence, regardless of the portion of the Pareto front generated.


To validate this approach, we only use some WFG bi-objective prob-
lems, because the next approach is more suitable for many-objective prob-
lems. The ranges for the objective f2 were obtained randomly between the
corresponding entries of the ideal and nadir objective vectors. They are







112 Incorporation of Preferences to εCCDE


Table 9.1: Ranges adopted for the experiments


Test problem Ranges for the objective f2


WFG1 0.99 – 1.78
WFG2 2.18 – 2.89
WFG2 0.68 – 2.38


Table 9.2: Mean and standard deviation of the GD measure for the incor-
poration of preferences through ranges (a smaller value is better)


Test problem GD measure
mean (std. dev.)


WFG1 0.0265 (0.0082)
WFG2 0.0030 (0.0011)
WFG2 0.0085 (0.0024)


shown in Table 9.1.
The rest of the parameters were adapted to obtain 10 points: p = 10,


g = 75, with 10% of the population shared between optimizations (this
10% is chosen at random), for the cde procedure we used µ = 20, F = 0.7,
CR = 0.5. With these parameters, the approach performed 15, 000 function
evaluations.


The results for WFG1, WFG2 and WFG3 are shown in Figures 9.2 to
9.4.


We executed the technique 30 times for each problem, with the same
ranges, but different random seeds. The results of the application of the
GD measure are in Table 9.2.


All the values of Table 9.2 are very small, indicating a good perfor-
mance. The larger values correspond to WFG1; however, we had antic-
ipated this result, because WFG1 has been shown to be a very difficult
problem by other authors.
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Figure 9.2: Results for WFG1
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Figure 9.3: Results for WFG2
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9.2 Provide a vector of goals


This second approach may appear more natural for a decision maker, be-
cause he/she provides only one point zgoal = (zgoal


1 , . . . , zgoal
m ) (one value


for each of the m objectives), and expects values near of it. The entries of
the zgoal vector are frequently called aspiration levels [118] or goals, and there
are several methods based on them in the operational research area (such
as goal programming, or the reference points models). For this reason, this
approach may be more familiar to the decision maker.


With this approach is a little harder to control the length of the portion
of the Pareto front that will be generated, but if at least two executions are
allowed, or previous knowledge about the dimensions of the Pareto front
is available, it is possible to determine such a length. However, this knowl-
edge is not mandatory to apply this approach, and the resulting points will
always be close to the provided goals.


Figures 9.5 and 9.6 show two cases of vectors of goals, one of them after
the true Pareto front, and one before it. In both cases, an optimization
per objective is performed, using a modified version of the ε-constraint
problem, whose values for the constraints are taken from the vector of
goals (for that reason, we call it goal-constraint):


minimize fi(x)


subject to fj(x) ≤ zgoal
j ∀j = {1, . . . , m}, j 6= i


This process is carried out for all i ∈ {1, . . . ,m}, with the aim of ob-
taining the vertices of the region to be explored. The solution of each goal-
constraint problem is the nearest weakly Pareto optimal solution less or
equal to the set of goals zgoal


j with j 6= i. If the solution of the problem
is unique, it will be Pareto optimal, with the same proximity to the goals.
These two characteristics can be proven in a very similar way as the proofs
of Pareto optimality for the ε-constraint problem (see Appendix D).


It is possible that any of these optimization processes cannot find a fea-
sible solution (depending on the shape of the Pareto front, and the vector
of goals chosen), but an infeasible solution will work in most of the cases
as an approximation for the next steps. If there is no feasible solution for
one problem, it is possible to generate one by eliminating some of the m−1
constraints of the problem, but this may increase the computational cost of
the approach. The only advise for this approach, is that the defined goals
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Figure 9.5: Use of a vector of goals after the Pareto front


are not lower that the corresponding entry of the ideal objective vector
(in that case, no feasible solution will be found, because there is no x that
fulfills the constraints of the problem).


Once all the optimizations have been performed, we apply the payoff
table method to the results, and these values will define the ranges for the
optimizations, together with the vector zgoal.


We propose this goal-constraint method for defining the portion of the
Pareto front generated by our approach, but it can be used by any other
technique that supports ranges for the incorporation of preferences. The
use of the same method for defining the generated portion of the Pareto
front would allow to make comparisons of techniques, which is currently
very difficult due to the variety of methods.


To obtain some points between these ranges (if desired by the user or
decision maker), several executions of the ε-constraint method can be per-
formed, or, again, the alternative dispersion technique can be used if the
problem has many objectives. In such a case, we can only obtain the ver-
tices of the region defined by zgoal, and perform a few evaluations of the
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Figure 9.6: Use of a vector of goals before the Pareto front


dispersion technique, to obtain at least one intermediate point. This pro-
cess will produce several points at a reasonable computational cost, even
for problems of ten or more objectives.


9.2.1 Results


This time we performed the experiments on problems with more objec-
tives, to show the potential of the technique. Firstly, we performed exper-
iments on WFG1 and WFG2 with two and three objectives, to show the
results graphically. Then, some experiments were performed on the same
test problems with five and ten objectives.


The vectors of goals provided were obtained randomly between the
ideal and nadir objective vectors. In Table 9.3 are shown the vectors of
goals adopted. The rest of the parameters were adopted to obtain 20
points.


The parameters adopted for the two-objective problems were: p = 5,
g = 150 for WFG1 and g = 75 for WFG2, with 10% of the population
shared between optimizations (this 10% is chosen at random). For the cde
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Table 9.3: Vectors of goals adopted for the experiments


Test Problem Number of objectives Vector of goals
WFG1 2 (0.47, 1.03)
WFG2 2 (1.08, 2.12)
WFG1 3 (0.23, 2.44, 4.91)
WFG2 3 (0.29, 0.79, 0.77)
WFG1 5 (1.48, 1.80, 1.90, 4.78, 7.03)
WFG2 5 (1.75, 0.58, 5.14, 0.91, 6.54)
WFG1 10 (1.97, 3.35, 0.40, 1.41, 8.35,


2.77, 2.80, 4.02, 14.67, 7.18)
WFG2 10 (1.50, 3.70, 5.90, 3.84, 9.84,


9.78, 1.33, 13.10, 17.44, 8.30)


procedure we used µ = 20, F = 0.7, CR = 0.5. The maximum number of
function evaluations for the dispersion technique was set to 7, 500. With
these parameters, the approach performed 30, 000 function evaluations for
WFG1 and 15, 000 for WFG2.


The parameters adopted for the three-objective problems were: p = 3,
g = 150 for WFG1 and g = 75 for WFG2, with 10% of the population
shared between optimizations (this 10% is chosen at random). For the cde
procedure we used µ = 20, F = 0.7, CR = 0.5. The maximum number of
function evaluations for the dispersion technique was set to 6, 500. With
these parameters, the approach performed 40, 000 function evaluations for
WFG1 and 20, 000 for WFG2.


The parameters adopted for the five-objective problems were: p = 2,
g = 100 for WFG1 and g = 50 for WFG2, with 10% of the population
shared between optimizations (this 10% is chosen at random). For the cde
procedure we used µ = 20, F = 0.7, CR = 0.5. The maximum number of
function evaluations for the dispersion technique was set to 4, 000. With
these parameters, the approach performed 40, 000 function evaluations for
WFG1 and 20, 000 for WFG2.


The parameters adopted for the ten-objective problems were: p = 1,
g = 150 for WFG1 and g = 75 for WFG2, with 10% of the population
shared between optimizations (this 10% is chosen at random). For the cde
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Figure 9.7: Results for the two-objective WFG1


procedure we used µ = 20, F = 0.7, CR = 0.5. The maximum number of
function evaluations for the dispersion technique was set to 10, 000. With
these parameters, the approach performed 50, 000 function evaluations for
WFG1 and 25, 000 for WFG2.


The results for the two-objective problems adopted are shown in Fig-
ures 9.7 and 9.8, while the results for the three-objective problems are
shown in Figures 9.9 and 9.10.


The results of the application of the GD measure on all the instances
adopted are in Table 9.4.


According to the GD measure, the approach decreases in quality as we
increase the number of objectives. This sort of behavior is exhibited by
most other evolutionary multiobjective approaches as well, and is subject
of current research.


Another source for the degradation of the quality is that, as the number
of objectives increases, the ranges for the higher objectives also increase
(for the WFG problems), as can be seen from their expressions (see Ap-
pendix B).


Regarding the different test problems, the technique obtain better re-
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Figure 9.8: Results form the two-objective WFG2
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Figure 9.9: Results for the three-objective WFG1
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Figure 9.10: Results for the three-objective WFG2


Table 9.4: Mean and standard deviation of the GD measure for the incor-
poration of preferences through a vector of goals (a smaller value is better)


Test Problem Number of objectives GD measure
mean (std. dev.)


WFG1 2 0.0142
WFG2 2 0.0015
WFG1 3 0.0511
WFG2 3 0.0124
WFG1 5 0.4176
WFG2 5 0.2379
WFG1 10 1.2867
WFG2 10 0.6675
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sults for WFG2, for all the number of objectives adopted here. These re-
sults are consistent with all the previous experiments involving WFG1,
which has shown to be a very difficult problem.


The overall results are very good, lower than 0.1 for three objectives,
lower than 0.5 for five objectives, and lower than 1.5 for ten objectives.
When comparing these values is important to keep in mind the increase of
the ranges of higher objectives for WGF problems.
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10
Final Remarks


In the first part of this work, we developed a cultural algorithm for con-
strained optimization problems. This algorithm is based on differential
evolution, a recently developed algorithm that has been found to be very
effective for problems with real-valued decision variables. The cultural
algorithm proposed here, includes four knowledge sources to exploit dif-
ferent aspects of the search, cooperating and competing to be the one with
more improvements on the solutions. The knowledge sources included
are the following:


Situational knowledge. This source involves the identification of a leader,
which is the best individual found so far, and the attempts of other
individuals to imitate it. Situational knowledge increases the pres-
sure of the search towards the best point found; this has found to be
useful in certain phases of the search. Moreover, the variant of dif-
ferential evolution which only has an operator similar to this one, is
one of the most competitive variants.


Normative knowledge. This source stores ranges where good solutions
have been found. It has two adaptive functionalities: at the begin-
ning of the search, or when the ranges are wide, it works as an ex-
ploration operator, because it tries to spread the solutions into the
intervals; if the ranges are narrow, it works as an exploitation oper-
ator, because it focus only on that good region. Our implementation
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for differential evolution can also be seen as a mechanism for self-
adaptation of the F parameter.


Topographical knowledge. It builds a map of promising regions, based
on the fitness of previously generated points. Thus, it is possible to
identify disjoint promising regions. This source also increases the
pressure of the search, but this pressure is towards several regions
(possibly different local optima), diversifying the search.


History knowledge. This source tries to identify patterns in the locations
of previous good solutions, in order to predict unexplored good re-
gions. The original motivation of this source is for its use in dy-
namic environments, but it could be useful also in a static problem
which present certain regularity or symmetry in its fitness landscape.
The proposed expression for this knowledge source provides also a
mechanism to preserve diversity, generating random individuals in
the whole search space.


The synergic effect of all knowledge sources has shown to be effective,
when analyzing the results of the proposed approach on all the problems
of a well-known benchmark; also the approach was tested on two different
instances of an engineering optimization problem (design of trusses).


In the second part of the work, we explore further alternatives for the
application of cultural algorithms. This time, we couple the previously de-
veloped cultural algorithm and a mathematical programming method (the
ε-constraint method), in order to solve multiobjective optimization prob-
lems. This time the motivation is to take advantage of the convergence
capabilities that the cultural algorithm exhibited, assigning it task of sam-
pling a Pareto front. This way, we expect to obtain good approximations
of the Pareto front, even in problems where other evolutionary approaches
have presented difficulties.


Regarding computational cost, with a hybrid approach that performs
independent sampling is difficult to reduce the total number of objective
function evaluation, because the approach performs an optimization pro-
cess per each point produced, contrary to most evolutionary approaches
that produce a set of points in a single search process. However, with
the help of some additional mechanisms, is possible to perform a similar
number of objective evaluations than other approaches.
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Given such conditions, the proposed hybrid approach obtained very
good approximations in hard problems, while the performance in easy
and regular problems is very competitive.


Finally, we present an approach for incorporating preferences of the
decision maker to the multiobjective approach, for special cases when the
entire Pareto front is not necessary, thus reducing the cost of the search
focusing in a smaller region. With this last contribution, we conclude pre-
senting different proposals that cover a wide range of situations.


10.1 Conclusions


The following conclusions were obtained during the development process
of the approach for constrained optimization, its experimental validation,
as well as its application as a part of a hybrid algorithm for multiobjective
optimization.


• The proper use of domain information incorporated into an evolu-
tionary algorithm can enhance its convergence capabilities (as is the
case of the results in Chapter 5), the quality of solutions obtained (as
is the case of the results in several problems in Chapter 8), or both.


• Cultural algorithms are a promising alternative to incorporate do-
main information into an evolutionary algorithm. The main advan-
tage of cultural algorithms is that, in addition to the domain knowl-
edge incorporated a priori, the information can be extracted from the
population during the search process itself, giving characteristics of
self-adaptation to different instances of the problem.


• For the case of constrained optimization with real-valued decision
variables, differential evolution is a powerful alternative. Addition-
ally to this work, recently several authors have chosen differential
evolution for constrained optimization tasks [94, 105, 112].


• If we use different knowledge sources emphasizing different aspects
of the search, the interaction of them is beneficial for the entire search
process.
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• The approach for constrained optimization presented here is able
to reduce the computational cost (measured as the number of ob-
jective functions evaluations) compared with other evolutionary al-
gorithms, when approximating the global optimum of constrained
optimization problems. The experiments included in Chapter 5 re-
ported competitive results, but requiring 7%-40% of the number of
evaluations of other 4 algorithms. This is specially useful when the
evaluation of objective functions are computationally expensive (e.g.
when there is no analytical expression for the objective function,
when the results are provided by a simulator, or when they require
intensive computations, as is the case of the optimization of trusses
adopted in this work).


• The convergence capabilities of the proposed approach are useful
in several applications, including the hybridization with other tech-
niques. We exploited this characteristic in a proposal for multiobjec-
tive optimization problems, obtaining good results on hard problems
(see Chapter 8).


• Even when mathematical programming methods of independent sam-
pling (as the ε-constraint method) are not very popular in evolu-
tionary computation, are useful in certain situations, like the case
when dealing with very difficult problems for other evolutionary ap-
proaches. This is because these methods focus on a single sample of
the Pareto front at a time, and thus can achieve a better convergence
towards that point.


• The hybrid methods based on independent sampling can result very
expensive, because of the several optimization processes carried out.
An alternative to reduce this cost is reducing the number of points
produced. In any case, if a good single-objective optimizer is chosen,
each point will be a good approximation. Our experiments with the
technique based only on independent sampling, obtained better re-
sults in 6 out of 9 problems with different characteristics, when com-
paring with the results of the NSGA-II. In one case, the output sets of
our proposed technique always dominate the sets of those produced
by the NSGA-II.


• Another alternative to reduce that cost, is to perform a second phase
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algorithm. The first stage is responsible of convergence, and the sec-
ond must be designed to spread the points. We implemented a tech-
nique for that second phase, and we obtained better results in 10
out of 15 different problems, when comparing with the results of the
NSGA-II. These experiments were performed with a lower number
of function evaluations, when comparing with the previous case.


• The incorporation of preferences to a multiobjective algorithm is an
advisable practice when the needed information is available (in this
case, a vector of goals), because it can reduce the computational cost
required by the algorithm. With the approach proposed here for in-
corporating preferences, we were able to perform experiments with
problems that have up to 10 objectives. In this case, it would be use-
ful a framework that allows comparisons of the performances dif-
ferent algorithms. The approach proposed here can be useful for
such task, and can be used as a starting point for more sophisticated
methodologies.


10.2 Future work


Cultural algorithms have been scarcely applied, considering the wide range
of problems adopted for other evolutionary approaches. There exist also
little theoretical studies about them. In this field, thus, there is much work
to do. Particular research ideas are the following:


• The application of cultural algorithms to other optimization prob-
lems. Particularly suitable problems are those that have been inten-
sively studied, and we have important results for them (we posses a
considerable amount of domain knowledge). Such is the case of sev-
eral combinatorial optimization problems, and scheduling problems,
where cultural algorithms are promising alternatives.


• The development of theoretical models to describe the properties of
cultural algorithms. Seminal works are in [146, 14], but no further
advances have been developed.







130 Final Remarks


• In constrained optimization, it may be possible to design a fifth knowl-
edge source: the domain knowledge. This task may be difficult be-
cause of the generality of the problem; this is more like information
added a priori. Reynolds has previously suggested that five knowl-
edge sources (those included in this work, plus the domain knowl-
edge) are a complete set, and other sources can be represented as a
combination of this set. That statement remains to be proven.


• In multiobjective optimization, the experimentation and comparison
methodologies are constantly developing. An important work that
remains to be done is a good framework that allows a proper experi-
mentation and comparison of results of approaches that incorporate
preferences.







A
Single-objective Constrained Optimization
Problems


The following is the benchmark originally proposed in [116] and extended
in [153] which is used in this thesis. The 13 test problems are the following.


g01.


Minimize


f(x) = 5
4∑


i=1


xi − 5
4∑


i=1


x2
i −


13∑
i=5


xi


subject to


g1(x) = 2x1 + 2x2 + x10 + x11 − 10 ≤ 0


g2(x) = 2x1 + 2x3 + x10 + x12 − 10 ≤ 0


g3(x) = 2x2 + 2x3 + x11 + x12 − 10 ≤ 0


g4(x) = −8x1 + x10 ≤ 0


g5(x) = −8x2 + x11 ≤ 0


g6(x) = −8x3 + x12 ≤ 0


g7(x) = −2x4 − x5 + x10 ≤ 0


g8(x) = −2x6 − x7 + x11 ≤ 0


g9(x) = −2x8 − x9 + x12 ≤ 0
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where: 0 ≤ xi ≤ 1 (i = 1, . . . , 9), 0 ≤ xi ≤ 100 (i = 10, 11, 12) and
0 ≤ x13 ≤ 1.


The optimum solution is x∗ = (1, 1, 1, 1, 1, 1, 1, 1, 1, 3, 3, 3, 1) where
f(x∗) = −15.


g02.


Maximize


f(x) =


∣∣∣∣∣
∑n


i=1 cos4(xi)− 2
∏n


i=1 cos2(xi)√∑n
i=1 ix2


i


∣∣∣∣∣


subject to


g1(x) = 0.75−
n∏


i=1


xi ≤ 0


g2(x) =
n∑


i=1


xi − 7.5n ≤ 0


where: n = 20 y 0 ≤ xi ≤ 10 (i = 1, . . . , n).


The best known solution is f(x∗) = 0.803619.


g03.


Maximize


f(x) = (
√


n)n


n∏
i=1


xi


subject to


h1(x) =
n∑


i=1


x2
i − 1 = 0


where: n = 10 y 0 ≤ xi ≤ 1 (i = 1, . . . , n).


The optimum solution is x∗i = 1/
√


n (i = 1, . . . , n) where f(x∗) = 1.
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g04.


Minimize


f(x) = 5.3578547x2
3 + 0.8356891x1x5 + 37.293239x1 − 40792.141


subject to


g1(x) = 85.334407 + 0.0056858x2x5 + 0.0006262x1x4


−0.0022053x3x5 − 92 ≤ 0


g2(x) = −85.334407− 0.0056858x2x5 − 0.0006262x1x4


+0.0022053x3x5 ≤ 0


g3(x) = 80.51249 + 0.0071317x2x5 + 0.0029955x1x2


+0.0021813x2
3 − 110 ≤ 0


g4(x) = −80.51249− 0.0071317x2x5 − 0.0029955x1x2


−0.0021813x2
3 + 90 ≤ 0


g5(x) = 9.300961 + 0.0047026x3x5 + 0.0012547x1x3


+0.0019085x3x4 − 25 ≤ 0


g6(x) = −9.300961− 0.0047026x3x5 − 0.0012547x1x3


−0.0019085x3x4 + 20 ≤ 0


where: 78 ≤ x1 ≤ 102, 33 ≤ x2 ≤ 45, 27 ≤ xi ≤ 45 (i = 3, 4, 5).


The optimum solution is x∗ = (78, 33, 29.995256025682,
45, 36.775812905788) where f(x∗) = −30665.539.


g05.


Minimize


f(x) = 3x1 + 0.000001x3
1 + 2x2 + (0.000002/3)x3


2


subject to


g1(x) = −x4 + x3 − 0.55 ≤ 0


g2(x) = −x3 + x4 − 0.55 ≤ 0


h3(x) = 1000 sin(−x3 − 0.25) + 1000 sin(−x4 − 0.25)


+894.8− x1 = 0
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h4(x) = 1000 sin(x3 − 0.25) + 1000 sin(x3 − x4 − 0.25)


+894.8− x2 = 0


h5(x) = 1000 sin(x4 − 0.25) + 1000 sin(x4 − x3 − 0.25)


+1294.8 = 0


where: 0 ≤ x1 ≤ 1200, 0 ≤ x2 ≤ 1200, −0.55 ≤ x3 ≤ 0.55 and
−0.55 ≤ x4 ≤ 0.55.


The best known solution is x∗ = (679.9453, 1026.067, 0.1188764,
−0.3962336) where f(x∗) = 5126.4981.


g06.


Minimize
f(x) = (x1 − 10)3 + (x2 − 20)3


subject to


g1(x) = −(x1 − 5)2 − (x2 − 5)2 + 100 ≤ 0


g2(x) = (x1 − 6)2 + (x2 − 5)− 82.81 ≤ 0


where: 13 ≤ x1 ≤ 100 and 0 ≤ x2 ≤ 100.


The optimum solution is x∗ = (14.095, 0.84296) where
f(x∗) = −6961.81388.


g07.


Minimize


f(x) = x2
1 + x2


2 + x1x2 − 14x1 − 16x2 + (x3 − 10)2


+4(x4 − 5)2 + (x5 − 3)2 + 2(x6 − 1)2 + 5x2
7


+7(x8 − 11)2 + 2(x9 − 10)2 + (x10 − 7)2 + 45


subject to


g1(x) = −105 + 4x1 + 5x2 − 3x7 + 9x8 ≤ 0


g2(x) = 10x1 − 8x2 − 17x7 + 2x8 ≤ 0


g3(x) = −8x1 + 2x2 + 5x9 − 2x10 − 12 ≤ 0


g4(x) = 3(x1 − 2)2 + 4(x2 − 3)2 + 2x2
3 − 7x4 − 120 ≤ 0
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g5(x) = 5x2
1 + 8x2 + (x3 − 6)2 − 2x4 − 40 ≤ 0


g6(x) = x2
1 + 2(x2 − 2)2 − 2x1x2 + 14x5 − 6x6 ≤ 0


g7(x) = 0.5(x1 − 8)2 + 2(x2 − 4)2 + 3x2
5 − x6 − 30 ≤ 0


g8(x) = −3x1 + 6x2 + 12(x9 − 8)2 − 7x10 ≤ 0


where: −10 ≤ xi ≤ 10 (i = 1, . . . , 10).


The optimum solution is x∗ = (2.171996, 2.363683, 8.773926,
5.095984, 0.9906548, 1.430574, 1.321644, 9.828726, 8.280092, 8.375927)
where f(x∗) = 24.3062091.


g08.


Maximize


f(x) =
sin3(2πx1) sin(2πx2)


x3
1(x1 + x2)


subject to


g1(x) = x2
1 − x2 + 1 ≤ 0


g2(x) = 1− x1 + (x2 − 4)2 ≤ 0


where: 0 ≤ x1 ≤ 10, 0 ≤ x2 ≤ 10.


The optimum solution is x∗ = (1.2279713, 4.2453733) where f(x∗) =
0.095825.


g09.


Minimize


f(x) = (x1 − 10)2 + 5(x2 − 12)2 + x4
3 + 3(x4 − 11)2 + 10x6


5


+7x2
6 + x4


7 − 4x6x7 − 10x6 − 8x7


subject to


g1(x) = −127 + 2x2
1 + 3x4


2 + x3 + 4x2
4 + 5x5 ≤ 0


g2(x) = −282 + 7x1 + 3x2 + 10x2
3 + x4 − x5 ≤ 0


g3(x) = −196 + 23x1 + x2
2 + 6x2


6 − 8x7 ≤ 0


g4(x) = 4x2
1 + x2


2 − 3x1x2 + 2x2
3 + 5x6 − 11x7 ≤ 0
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where: −10 ≤ xi ≤ 10 (i = 1, . . . , 7).


The optimum solution is x∗ = (2.330499, 1.951372,−0.4775414,
4.365726,−0.6244870, 1.038131, 1.594227) where f(x∗) = 680.6300573.


g10.


Minimize
f(x) = x1 + x2 + x3


subject to


g1(x) = −1 + 0.0025(x4 + x6) ≤ 0


g2(x) = −1 + 0.0025(x5 + x7 − x4) ≤ 0


g3(x) = −1 + 0.01(x8 − x5) ≤ 0


g4(x) = −x1x6 + 833.33252x4 + 100x1 − 83333.333 ≤ 0


g5(x) = −x2x7 + 1250x5 + x2x4 − 1250x4 ≤ 0


g6(x) = −x3x8 + 1250000 + x3x5 − 2500x5 ≤ 0


where: 100 ≤ x1 ≤ 10000, 1000 ≤ xi ≤ 10000 (i = 2, 3) and 10 ≤ xi ≤
1000 (i = 4, . . . , 8).


The optimum solution is x∗ = (579.19, 1360.13, 5109.92, 182.0174,
295.5985, 217.9799, 286.40, 395.5979), where f(x∗) = 7049.25.


g11.


Minimize
f(x) = x2


1 + (x2 − 1)2


subject to


h(x) = x2 − x2
1 = 0


where: −1 ≤ x1 ≤ 1, −1 ≤ x2 ≤ 1.


The optimum solution is x∗ = (±1/
√


2, 1/2) where f(x∗) = 0.75.


g12.


Maximize


f(x) =
(100− (x1 − 5)2 − (x2 − 5)2 − (x3 − 5)2)


100
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subject to


g(x) = (x1 − p)2 + (x2 − q)2 + (x3 − r)2 − 0.0625 ≤ 0


where: 0 ≤ xi ≤ 10 (i = 1, 2, 3), and p, q, r = 1, 2, . . . , 9.


The optimum solution is x∗ = (5, 5, 5) where f(x∗) = 1.


g13.


Minimize
f(x) = ex1x2x3x4x5


subject to


h1(x) = x2
1 + x2


2 + x2
3 + x2


4 + x2
5 − 10 = 0


h2(x) = x2x3 − 5x4x5 = 0


h3(x) = x3
1 + x3


2 − 1 = 0


where: −2.3 ≤ xi ≤ 2.3 (i = 1, 2) and −3.2 ≤ xi ≤ 3.2 (i = 3, 4, 5).


The optimum solution is x∗ = (−1.717143, 1.595709, 1.827247,
−0.7636413,−0.763645) where f(x∗) = 0.0539498.


Additionally to this standard benchmark, we adopted in this thesis the
optimization of a 10-bar plane truss and a 200-bar plane truss.


Design of a 10-bar plane truss.


Consider the 10-bar plane truss shown in Figure A.1 [5]. The prob-
lem is to find the cross-sectional area of each member of this truss,
such that we minimize its weight. The problem is subject to both
displacement and stress constraints. The weight of the truss is given
by f(x).


f(x) =
10∑


j=1


ρAj Lj


where x is the candidate solution, Aj is the cross-sectional area of the
jth member, Lj is the length of the jth member, and ρ is the weight
density of the material. The assumed data are: modulus of elasticity,
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Figure A.1: 10-bar plane truss adopted for problem G14.
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Figure A.2: Cross-section used for the 10-bar plane truss from problem
G14.
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E = 1.09×104 ksi, ρ = 0.10 lb/in3, and a load of 100 kips in the nega-
tive y-direction is applied at nodes 2 and 4. The maximum allowable
stress of each member is called σa, and it is assumed to be ±25 ksi.
The maximum allowable displacement of each node (horizontal and
vertical) is represented by ua, and is assumed to be 2 inches. The
minimum allowable cross-section area is 0.10 in2 for all members.
The cross-section of each element can be different, and is defined by
the I-section shown in Figure A.2, with the depth and width as de-
sign variables. The web thickness and flange thickness are each kept
fixed at 0.1 in. The problem has, therefore, 20 design variables.


To solve this problem, it was necessary to add a module responsible
for the analysis of the plane truss. This module uses the stiffness
method [55] to analyze the structure, and returns the values of the
stress and displacement constraints, as well as the total weight of the
structure.


Design of a 200-bar plane truss.


Consider the 200-bar plane truss taken from Belegundu [5] and shown
in Figure A.3. The problem is to find the cross-sectional area of each
member of this truss, such that we minimize its weight. The problem
is subject to both displacement and stress constraints.


There are a total of three loading conditions: (1) 1 kip acting in pos-
itive x-direction at node points 1, 6, 15, 20, 29, 34, 43, 48, 57, 62, and
71; (2) 10 kips acting in negative y-direction at node points 1, 2, 3,
4, 5, 6, 8, 10, 12, 14, 15, 16, 17, 18, 19, 20, 24, 71, 72, 73, 74, and 75;
and (3) loading condition 1 and 2 acting together. The 200 elements
of this truss linked to 29 groups. The grouping information is shown
in Table A.1. The stress in each element is limited to a value of 10
ksi for both tension and compression members. Young’s modulus of
elasticity = 30,000 ksi, weight density = 0.283× 10−3 kips/in3.
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Group Member
Number Number


1 1,2,3,4
2 5,8,11,14,17
3 19,20,21,22,23,24
4 18,25,56,63,94,101,132,139,170,177
5 26,29,32,35,38
6 6,7,9,10,12,13,15,16,27,28,30,31,33,34,36,37
7 39,40,41,42
8 43,46,49,52,55
9 57,58,59,60,61,62


10 64,67,70,73,76
11 44,45,47,48,50,51,53,54,65,66,68,69,71,72,74,75
12 77,78,79,80
13 81,84,87,90,93
14 95,96,97,98,99,100
15 102,105,108,111,114
16 82,83,85,86,88,89,91,92,103,104,106,107,109,110,112,113
17 115,116,117,118
18 119,122,125,128,131
19 133,134,135,136,137,138
20 140,143,146,149,152
21 120,121,123,124,126,127,129,130,141,142,144,145,147,148,150,151
22 153,154,155,156
23 157,160,163,166,169
24 171,172,173,174,175,176
25 178,181,184,187,190
26 158,159,161,162,164,165,167,168,179,180,182,183,185,186,188,189
27 191,192,193,194
28 195,197,198,200
29 196,199


Table A.1: Group membership for the 200-bar plane truss from problem
G15.







141


240"


1 2 3 4 5


6 7 8 9 10 11 12 13 14


15 16 17 18 19


20 21 22 23 24 25 26 27 28


29 30 31 32 33


34 35 36 37 38 39 40 41 42


43 44 45 46 47


48 49 50 51 52 53 54 55 56


57 58 59 60 61


62 63 64 6665 67 68 69 70


71 72 73 74 75


144"


1 32 4


5 6 7 8 9 10 11 12 13 14 15 16 17
18 19 20 21 22 23 24 25


26 27 28 29 30 31 32 33 34
35 36 37 38


39 40 41 42


43 46 4744 45 48 49 50 51
52 53 54 55


56 57 58 59 60 61 62 63


64
65


66 67 68
69 70 71 72 73 74 75 76


77 78 79 80


81 82 83
84 85 86


87 88 89 90 91 92 93
94 95 96 97 98 99 100 101


102 103
104 105 106


107 108 109 110 111 112 113 114


115 116 117 118


119 120 121
122


123 124
125


126 127
128


129 130
131


132 133 134 135 136 137 138 139


140
141


142 143 144 145 146 147
148 149 150 151 152


153 154 155 156


157
158 159


160
161 162


163
164 165


166
167 168


169
170 171 172 173 174 175 176 177


178 179 180 181 182 183 184 185 186 187 188
189 190


191 192 193 194


195 196 197 198 199 200 360"


76 77


x


x


2


1


Figure A.3: 200-bar plane truss used for problem G15.
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B
Multiobjective Optimization Problems


The first test suite adopted in this thesis is the one from [71]. The authors
of this suite propose a set of transformations that are sequentially applied
to the decison variables, where each transformation adds a desired charac-
teristic to the problem. All the problems generated with this methodology
follow this format:


Given z = [z1, . . . , zk, zk+1, . . . , zn]


Minimize fm=1:M(x) = DxM + Smhm(x1, . . . , xM−1)


where x = [x1, . . . , xM ]


= [max(tpM , A1)(t
p
1 − 0.5) + 0.5, . . . ,


max(tpM , AM−1)(t
p
M−1 − 0.5) + 0.5, tpM ]


tp = [tp1, . . . , t
p
M ]←[ tp−1 ←[ . . .←[ t1 ←[ z[0,1]


z[0,1] = [z1,[0,1], . . . , zn,[0,1]]


= [z1/z1,max, . . . , zn/zn,max]


where z is the vector of decision variables with 0 ≤ zi ≤ zi,max, D, A1:M−1


and S1:M are constants to modify position and scale of the Pareto front.
The h1:M functions define the shape of the Pareto front, which can be


linear, convex, concave, mixed convex and concave, and disconnected.
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Such characteristics are obtained with the following set of functions:


linear1(x1, . . . , xM−1) =
M−1∏
i=1


xi


linearm=2:M−1(x1, . . . , xM−1) =


(
M−m∏
i=1


xi


)
(1− xM−m+1)


linearM(x1, . . . , xM−1) = 1− x1


convex1(x1, . . . , xM−1) =
M−1∏
i=1


(1− cos(xiπ/2))


convexm=2:M−1(x1, . . . , xM−1) =


(
M−m∏
i=1


(1− cos(xiπ/2))


)
·


(1− sin(xM−m+1π/2))


convexM(x1, . . . , xM−1) = 1− sin(x1π/2)


concave1(x1, . . . , xM−1) =
M−1∏
i=1


sin(xiπ/2))


concavem=2:M−1(x1, . . . , xM−1) =


(
M−m∏
i=1


sin(xiπ/2)


)
·


cos(xM−m+1π/2)


concaveM(x1, . . . , xM−1) = cos(x1π/2)


mixedM(x1, . . . , xM−1) =


(
1− x1 − cos(2Aπx1 + π/2)


2Aπ


)α


discM(x1, . . . , xM−1) = 1− xα
1 cos2(Axβ


1π)


For a mixed Pareto front, when α > 1 the overall shape is concave,
when α < 1 it is concave, and when α = 1 it is linear; the number of
segments concave-convex is A. For a disconnected Pareto front, α controlls
the overall shape in the same way it do for a mixed front; β controlls the
location of the disconnected segments, and the number of disconnected
segments is A.
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The rest of the characteristics of the problem are added through a set
of transformations. Huband et al. distinguish between three types of
transformations, based on the characteristics they emphasize as important
when designing multiobjective problems. Bias transformations produce
a bias in the fitness landscape, and are used to produce polynomial bias,
flat regions, or other type of bias depending of the values of another vari-
ables; shift transformations move the location of optimal values, and are
used to apply a linear shift, or to produce deceptive and multimodal prob-
lems; and reduction transformations, which combine the values of several
variables into a single one, this is used to produce nonseparability of the
problem (dependency between variables). The set of transformations is
the following:


b_poly(y, α) = yα


b_flat(y, A, B, C) = A + min(0, by −Bc)A(B − y)


B
−


min(0, bC − yc)(1− A)(y − C)


1− C


b_param(y, u(y′), A, B, C) = yB+(C−B)(A−(1−2u(y′))|b0.5−u(y′)c+A|)


s_linear(y,A) =
|y − A|


|bA− yc+ A|


s_decept(y,A, B, C) = 1 + (|y − A| −B)


(
by − A + Bc (1− C + A−B


B


)


A−B
+


bA + B − yc (1− C + 1−A−B
B


)


1− A−B
+


1


B


)


s_multi(y, A,B, C) =


(
1 + cos


(
(4A + 2)π


(
0.5− |y − C|


2(bC − yc+ C)


))
+


4B


( |y − C|
2(bC − yc+ C)


)2
)/


(b + 2)


r_sum(y,w) =


∑|y|
i=1 w1yi∑|y|
i=1 wi
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r_nonsep(y, A) =


∑|y|
j=1


(
yj +


∑A−2
k=0


∣∣yj − y1+(j+k)mod|y|
∣∣
)


|y|
A


⌈
A
2


⌉ (
1 + 2A− 2


⌈
A
2


⌉)


With this set of transformations and shape functions, Huband et al.
propose a set of scalable problemas. It is easy to obtain the characteristics
of each based on the transformation and shape functions used.


WFG1


Minimize


fm=1:M−1(x) = xM + Smconvexm(x1, . . . , xM−1)


fM(x) = xM + SMmixedM(x1, . . . , xM−1)


where


yi=1:M−1 = r_sum([y′(i−1)k/(M−1)+1, . . . , y
′
ik/(M−1)],


[2((i− 1)k/(M − 1) + 1), . . . , 2ik/(M − 1)])


yM = r_sum([y′k+1, . . . , y
′
n], [2(k + 1), . . . , 2n])


y′i=1:n = b_poly(y′′i , 0.02)


y′′i=1:k = y′′′i


y′′i=k+1:n = b_flat(y′′′i , 0.8, 0.75, 0.85)


y′′′i=1:k = zi,[0,1]


y′′′i=k+1:n = s_linear(zi,[0,1], 0.35)


WFG2


Minimize


fm=1:M−1(x) = xM + Smconvexm(x1, . . . , xM−1)


fM(x) = xM + SMdiscM(x1, . . . , xM−1)


where


yi=1:M−1 = r_sum([y′(i−1)k/(M−1)+1, . . . , y
′
ik/(M−1)], [1, . . . , 1])


yM = r_sum([y′k+1, . . . , y
′
k+l/2], [1, . . . , 1])


y′i=1:k = y′′i
y′i=k+1:k+l/2 = r_nonsep([y′′k+2(i−k)−1, y


′′
k+2(i−k)], 2)


y′′i=1:k = zi,[0,1]


y′′i=k+1:n = s_linear(zi,[0,1], 0.35)
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WFG3


Minimize


fm=1:M(x) = xM + Smlinearm(x1, . . . , xM−1)


where


yi=1:M−1 = r_sum([y′(i−1)k/(M−1)+1, . . . , y
′
ik/(M−1)], [1, . . . , 1])


yM = r_sum([y′k+1, . . . , y
′
k+l/2], [1, . . . , 1])


y′i=1:k = y′′i
y′i=k+1:k+l/2 = r_nonsep([y′′k+2(i−k)−1, y


′′
k+2(i−k)], 2)


y′′i=1:k = zi,[0,1]


y′′i=k+1:n = s_linear(zi,[0,1], 0.35)


WFG4


Minimize


fm=1:M(x) = xM + Smconcavem(x1, . . . , xM−1)


where


yi=1:M−1 = r_sum([y′(i−1)k/(M−1)+1, . . . , y
′
ik/(M−1)], [1, . . . , 1])


yM = r_sum([y′k+1, . . . , y
′
n], [1, . . . , 1])


y′i=1:n = s_multi(zi,[0,1], 30, 10, 0.35)


WFG5


Minimize


fm=1:M(x) = xM + Smconcavem(x1, . . . , xM−1)


where


yi=1:M−1 = r_sum([y′(i−1)k/(M−1)+1, . . . , y
′
ik/(M−1)], [1, . . . , 1])


yM = r_sum([y′k+1, . . . , y
′
n], [1, . . . , 1])


y′i=1:n = s_decept(zi,[0,1], 0.35, 0.001, 0.05)
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WFG6


Minimize


fm=1:M(x) = xM + Smconcavem(x1, . . . , xM−1)


where


yi=1:M−1 = r_nonsep([y′(i−1)k/(M−1)+1, . . . , y
′
ik/(M−1)], k/(M − 1))


yM = r_nonsep([y′k+1, . . . , y
′
n], l)


y′i=1:k = zi,[0,1]


y′i=k+1:n = s_linear(zi,[0,1], 0.35)


WFG7


Minimize


fm=1:M(x) = xM + Smconcavem(x1, . . . , xM−1)


where


yi=1:M−1 = r_sum([y′(i−1)k/(M−1)+1, . . . , y
′
ik/(M−1)], [1, . . . , 1])


yM = r_sum([y′k+1, . . . , y
′
n], [1, . . . , 1])


y′i=1:k = y′′i
y′i=k+1:n = s_linear(y′′i , 0.35)


y′′i=1:k = b_param(zi,[0,1], r_sum([zi+1,[0,1], . . . , zn,[0,1]],


[1, . . . , 1]), 0.98/49.98, 0.02, 50)


y′′i=k+1:n = zi,[0,1]


WFG8


Minimize


fm=1:M(x) = xM + Smconcavem(x1, . . . , xM−1)


where


yi=1:M−1 = r_sum([y′(i−1)k/(M−1)+1, . . . , y
′
ik/(M−1)], [1, . . . , 1])


yM = r_sum([y′k+1, . . . , y
′
n], [1, . . . , 1])
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y′i=1:k = y′′i
y′i=k+1:n = s_linear(y′′i , 0.35)


y′′i=1:k = zi,[0,1]


y′′i=k+1:n = b_param(zi,[0,1], r_sum([z1,[0,1], . . . , zi−1,[0,1]],


[1, . . . , 1]), 0.98/49.98, 0.02, 50)


WFG9


Minimize


fm=1:M(x) = xM + Smconcavem(x1, . . . , xM−1)


where


yi=1:M−1 = r_nonsep([y′(i−1)k/(M−1)+1, . . . , y
′
ik/(M−1)], k/(M − 1))


yM = r_nonsep([y′k+1, . . . , y
′
n], l)


y′i=1:k = s_decept(y′′i , 0.35, 0.001, 0.05)


y′i=k+1:n = s_multi(y′′i , 30, 95, 0.35)


y′′i=1:n−1 = b_param(zi,[0,1], r_sum([zi+1,[0,1], . . . , zn,[0,1]],


[1, . . . , 1]), 0.98/49.98, 0.02, 50)


y′′n = zn,[0,1]


The authors of this suite suggest to use this problems with 24 variables
(k = 4 and n = 24). The following constants hold for all the problems:


zi=1:n,max = 2i


Sm=1:M = 2m


A1 = 1


A2:M−1 =


{
0, for WFG3
1, otherwise


D = 1


The second test suite adopted is the one from [125]. The problems are
not scalable, and the expressions are the following.
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OKA1
Minimize


f1(x) = cos
( π


12


)
x1 − sin


( π


12


)
x2


f2(x) =
√


2π −
√∣∣∣cos


( π


12


)
x1 − sin


( π


12


)
x2


∣∣∣


+2
∣∣∣sin


( π


12


)
x1 + cos


( π


12


)
x2


−3 cos
(
cos


( π


12


)
x1 − sin


( π


12


)
x2


)
− 3


∣∣∣
1
3


where 6 sin
(


π
12


) ≤ x1 ≤ 6 sin
(


π
12


)
+ 2π cos


(
π
12


)
and −2π sin


(
π
12


) ≤
x2 ≤ 6 cos


(
π
12


)
.


OKA2
Minimize


f1(x) = x1


f2(x) = 1− 1


4π2
(x1 + π)2 + |x2 − 5 cos(x1)|


1
3 + |x3 − 5 sin(x1)|


1
3


where −π ≤ x1 ≤ π and −5 ≤ x2, x3 ≤ 5.


Finally, we also adopted the test suite from [178]. All the problems are
based in this format:


Minimize
f(x) = (f1(x1), f2(x))


with
f2(x) = g(x2, . . . , xn)h(f1(x1), g(x2, . . . , xn))


A particular instance is constructed by defining f1, g and h. The fol-
lowing problems are proposed by the authors of this suite.


ZDT1


f1(x1) = x1


g(x2, . . . , xn) = 1 + 9
n∑


i=2


xi


m− 1


h(f1, g) = 1−
√


f1


g
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where n = 30 and 0 ≤ xi ≤ 1.


ZDT2


f1(x1) = x1


g(x2, . . . , xn) = 1 + 9
n∑


i=2


xi


m− 1


h(f1, g) = 1−
(


f1


g


)2


where n = 30 and 0 ≤ xi ≤ 1.


ZDT3


f1(x1) = x1


g(x2, . . . , xn) = 1 + 9
n∑


i=2


xi


m− 1


h(f1, g) = 1−
√


f1


g
− f1


g
sin(10πf1)


where n = 30 and 0 ≤ xi ≤ 1.


ZDT4


f1(x1) = x1


g(x2, . . . , xn) = 1 + 10(m− 1) +
n∑


i=2


(x2
i − 10 cos(4πxi))


h(f1, g) = 1−
√


f1


g


where n = 10, 0 ≤ x1 ≤ 1 and −5 ≤ xi=2,...,n ≤ 5.
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C
Histograms of the Bootstrap Distributions for the
Constrained Optimization Problems


In this appendix, we show the histograms of the bootstrap distributions
of 1,000 resamples, for each problem of the benchmark for constrained
optimization which has been produced at least two different results. The
histograms are shown in Figures C.1 to C.8.
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Figure C.1: Bootstrap distribution for the mean statistic for problem g01.
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Figure C.2: Bootstrap distribution for the mean statistic for problem g02.
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Figure C.3: Bootstrap distribution for the mean statistic for problem g03.
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Figure C.4: Bootstrap distribution for the mean statistic for problem g05.
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Figure C.5: Bootstrap distribution for the mean statistic for problem g07.
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Figure C.6: Bootstrap distribution for the mean statistic for problem g10.
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Figure C.7: Bootstrap distribution for the mean statistic for problem g11.
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Figure C.8: Bootstrap distribution for the mean statistic for problem g13.
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D
Proofs of Pareto Optimality for the Approach
Based on a Vector of Goals


The following proofs correspond to Pareto optimality for the ε-constraint
problem, found in [118]. Such proofs were adapted for its use with a vector
of goals, instead of ε values. For such reason, we renamed the problem as
the goal-constraint problem.


Definition 1. Let zgoal = (zgoal
1 , . . . , zgoal


m ) be a vector of goals. Thus, a goal-
constraint problem is defined as follows:


minimize fi(x)


subject to fj(x) ≤ zgoal
j ∀j = {1, . . . , m}, j 6= i


This problem must be solved for all i ∈ {1, . . . , m}, in order to obtain
the vertices of the nearest region of the Pareto front to the vector of goals.


Theorem 1. The solution of a goal-constraint problem is weakly Pareto
optimal.


Proof. Let x? be a solution of the goal-constraint problem. Assuming that
x? is not weakly Pareto optimal, there exists another solution xa such
that fk(x


a) < fk(x
?) for all k = 1, . . . , m. Such solution fulfills all the


constraints of the goal-constraint problem, since fk(x
a) < fk(x


?) ≤
zgoal


k for k 6= i. Moreover, for k = i, we have fi(x
a) < fi(x


?), which
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contradicts the affirmation that x? is a solution of the goal-constraint
problem. Thus, x? has to be weakly Pareto optimal.


Theorem 2. A solution x? of a goal-constraint problem is Pareto optimal
if such a solution is unique for some i with zgoal


j = fj(x
?), j 6= i.


Proof. Let x? be a unique solution of the goal-constraint problem for some
i. Assuming that x? is not Pareto optimal, there exists another solu-
tion xa such that fk(x


a) ≤ fk(x
?) for all k = 1, . . . ,m, and f`(x


a) <
f`(x


?) for at least one `. Because the solution x? is unique, it is the
only minimum for all the feasible solutions x (the feasibility condi-
tion is fk(x) ≤ fk(x


?), k 6= i), i.e., fi(x) > fi(x
?). These relations


contradict the previous ones. Thus, x? has to be Pareto optimal.


Theorem 3. The unique solution of a goal-constraint problem is Pareto op-
timal, regardless of the value of the vector of goals
zgoal = (zgoal


1 , . . . , zgoal
m ).


Proof. Let x? be a unique solution of the goal-constraint problem. Assum-
ing that x? is not Pareto optimal, there exists another solution xa such
that fk(x


a) ≤ fk(x
?) for all k = 1, . . . , m, and f`(x


a) < f`(x
?) for at


least one `. It may occur one of two cases:


• If ` = i, then fi(x
a) < fi(x


?), which contradicts the affirmation
that x? is a solution of the goal-constraint problem.


• If ` 6= i, then f`(x
a) < f`(x


?) ≤ zgoal
` , fk(x


a) ≤ fk(x
?) ≤ zgoal


k


for all k 6= ` and i, and fi(x
a) ≤ fi(x


?). This last inequality
contradicts the uniqueness of the solution.


Thus, x? has to be Pareto optimal.
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