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Abstract—A wide range of problems in engineering require
the simultaneous optimization of several objectives. Given the
nature of such problems, it is often the case that the optimization
process needs to take place from a device with very limited
resources. Compact algorithms are a suitable alternative for being
implemented in devices with limited computing resources, but so
far, they have been used only to solve single-objective optimization
problems. Here, we present a multi-objective compact algorithm
based on differential evolution. The proposed algorithm obtains
competitive results (and even better in some cases) than state-of-
the-art multi-objective evolutionary algorithms while using less
memory resources because of its statistical representation of the
population.

I. INTRODUCTION

In many areas of engineering, the optimization of two or
more objectives is frequently required. Such problems, called
multi-objective problems (MOPs) have not one, but a set of
optimal solutions. Several mathematical programming methods
are currently available for solving MOPs [1]. Nevertheless,
such methods have some limitations and usually require ad-
ditional information about the problem to be solved. Such
limitations have motivated the use of metaheuristics, from
which multi-objective evolutionary algorithms (MOEAs) have
become a very popular choice.

In the real world, there are many applications that in-
volve solving optimization problems without using too many
computer resources, maybe because of cost or space reasons.
These situations usually arise in robotics and control prob-
lems. For these types of problems, state-of-the-art evolutionary
algorithms (EAs) can normally not be used because of the
high amount of computer resources that they usually require.
Compact evolutionary algorithms (CEAs) have been developed
as a viable choice for these types of problems. A compact EA
belongs to the class of estimation of distribution algorithms
(EDAs) [2] but adopts the principles used in traditional EAs.
EDAs only save a statistical representation of the population.
In this way, CEAs require less memory than their traditional
counterparts. Although there exist CEAs that are suitable
for being implemented in devices with limited computing
resources, few attempts have been made to extend their ap-
plication to the multi-objective optimization case (see [3],
[4]). In these cases, binary code representation and PBIL
strategy [5] are used. To the best of the authors’ knowledge, no
CEAs currently exist for solving multi-objective optimization
problems using real-coded representation. In this paper, we
propose the first multi-objective compact differential evolution
algorithm (mocDE). This algorithm is designed to use less
memory resources by adopting a statistical representation of
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the main population instead of the whole population, adopted
by traditional MOEAs. The proposed approach was also de-
signed to produce competitive results with respect to state-of-
the-art MOEAs.

The remainder of this paper is organized as follows: In
Section II we present a brief review of some previous work
related to the design of CEAs. Then, in Section III, we present
our proposed mocDE. Section IV describes the methodology
used for benchmarking our proposed mocDE, using standard
test MOPs and performance measures usually adopted in the
multi-objective optimization literature. Section V is devoted
to present a comparison of results of our proposed approach
with respect to several state-of-the-art MOEAs. Finally, in
Section VI we present our conclusions and some possible paths
for future work.

II. COMPACT EVOLUTIONARY ALGORITHMS

In this section, we describe the main characteristics of
several CEAs found in the literature.

A. Compact Genetic Algorithm

The Compact Genetic Algorithm (cGA) was the first CEA
ever proposed [6]. cGA simulates a traditional genetic algo-
rithm (GA) with binary encoding and consists of a probability
vector v of length n which is initialized with n values equal
to 0.5, determining the probability that a gene has of being
either 0 or 1. At each iteration, it takes two samples from v,
which serve as individuals, and it calculates their fitness to
compete against each other. The winner affects v according to
the virtual population size p. If the winner has a 1 in gene
i and the loser has a 0, the probability of v; increases 1/p.
Otherwise, v; decreases 1/p. In case both individuals have the
same value, v is not modified. The resulting vector v represents
the final solution.

With a population of p individuals, cGA requires only
nlog,(p + 1) memory bits. The selection process used by the
c¢GA focuses on favoring the best genes, instead of the best in-
dividuals as in a traditional GA. Therefore, generating individ-
uals from this vector can be seen as a shortcut to the final goal
of crossover. Two different cGA variants were proposed [7]:
Persistent Elitist Compact Genetic Algorithm (pe-cGA) and
Non-Persistent Elitist Compact Genetic Algorithm (ne-cGA).
Both variants, showed a better performance than cGA after
incorporating elitism to the optimization process. Both the
pe-cGA and the ne-cGA make use of an elite individual, in
addition to the probability vector v. At each iteration, these



algorithms only generate one more individual which competes
against the elite one. The main difference between these two
variants resides in the moment a new individual becomes the
elite individual. The pe-cGA only replaces the elite individual
when the new individual is better. In the ne-cGA, the elite
individual is replaced when the new individual is better or
when it has not been replaced after 7 iterations. Note that the
pe-cGA is equivalent to the ne-cGA when 7 = co.

B. Real-Valued Compact Genetic Algorithm

The Real-Valued Compact Genetic Algorithm (rcGA) [8] is
another variant of the cGA that takes the compact feature from
the binary domain to the real domain. In rcGA, the probability
vector v is not a vector of bits but a matrix of dimension n x 2:

V =i, 5] (1

where ;i and & are vectors of length n. Each position ¢ of [
and & represent the mean and standard deviation, respectively,
of the decision variable z; in the problem to optimize. Such
vectors represent a Gaussian probability distribution function
(PDF) truncated to the interval [-1, 1] with a height that is
normalized to an area of 1. At the beginning, the values i
are initialized with 0 and & with «, where « is a constant
(o = 10) so that the PDF works as a uniform distribution
that converges to a Gaussian distribution. As in the pe-cGA
and the ne-cGA, an elite individual is generated to guide the
optimization process, and in each iteration a new individual is
generated, by means of v, to compete against the elite. Because
the rcGA deals with real values instead of binary values, the
update rules of v are different:
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Both persistent and non-persistent variants of the rcGA
work as the pe-cGA and the ne-cGA, and even show the same
features regarding solution quality and convergence speed. The
authors of the rcGA also show that using one variant or another
is problem dependent.

Sampling mechanism: To generate the variable 7 of a new
individual z by means of the Gaussian PDF, the rcGA uses
the next formula:
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where erf is the error function [9], and p; and o; are
the mean and standard deviation of variable ¢, respectively.
From the PDEF, its cumulative distribution function (CDF)
is calculated by Chebyshev polynomials, using the method
described in [10]. Given the co-domain of the CDF is [0, 1],
to obtain a sample s;, a random number r; € [0,1) taken
from an uniform distribution is needed. Then, this random
number is evaluated by the inverse function of the CDF, i.e.,
s; = CDF~(r;). The resulting sample is in the interval

[-1,1] and to return it back to the original interval [a,b] of
the variable, the formula z; = a + %52 (s; + 1) is applied.

C. Compact Differential Evolution

Compact Differential Evolution (cDE) [11] was introduced
after modifying the rcGA to use the principles of differential
evolution (DE) instead of those of GAs. Since cDE uses the
same sampling mechanism of the rcGA, both algorithms are
very similar. Considering the most common implementation of
DE, DE/rand/1/bin, at each iteration three individuals x,., s
and x; are sampled by means of v, and are used to create a
new individual z/ . . This new individual is recombined with
the elite individual to finally generate individual sy, which
will compete against the elite individual. cDE and the rcGA
only differ in their crossover and mutation mechanisms. cDE
also has two variants: with persistent elitism (pe-cDE) and with
non-persistent elitism (ne-cDE). Both variants work as in the
rcGA.

cDE has shown a very good performance in a wide range
of problems, and has been compared even against traditional
differential evolution. Some reasons for its success, described
in more detail in [11], are:

e The cDE generates new individuals strictly following
the DE principles, and not only by means of wv,
increasing its exploratory power.

e  Unlike the cGA and the rcGA, the cDE allows to di-
rectly implement the survival scheme of DE, avoiding
degradation.

e Given that cDE is based on a probabilistic structure,
it is unnecessary to rely on the control parameters
randomness because such randomness is introduced
directly by the cDE in the solutions generated by
means of v.

e  Although it does not aim to outperform DE, the cDE is
an excellent light version of DE because it is capable
of achieving a similar performance while reducing the
use of 2 - p individuals to only 4.

III. OUR PROPOSED APPROACH

In this section, we describe the Multi-Objective Compact
Differential Evolution (mocDE) approach, which is proposed
in two versions: with persistent elitism and with non-persistent
elitism. Besides solving unconstrained multi-objective opti-
mization problems, this approach:

e  Handles the convergence speed because of its two vari-
ants: with persistent elitism and with non-persistent
elitism.

e  Saves memory resources by using a statistical repre-
sentation of the main population.

e  Produces a good distribution of solutions by using an
archive based on Chebyshev aggregation functions.

e Has a great exploratory power due to the use of
differential evolution principles.



A. Population representation

As cDE, mocDE operates on a statistical representation of
the main population and not on a set of individuals. This allows
the use of only five vectors of length n (number of decision
variables) instead of p (population size) vectors, achieving a
linear order memory savings. The statistical representation of
the population, v, is defined by vectors p and o (both of length
n) that represent the mean and the standard deviation of each
decision variable, respectively. The values of p; and o; define
the Gaussian PDF of variable z;, truncated in the interval
[—1, 1] with normalized height, as follows:
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From the PDF, mocDE obtains the inverted CDF that
allows to take a sample s; by means of a uniform random
number. The general form of CDF~1 is:
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where erf is the error function, and C' is the integration
constant obtained when calculating the CDF:
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Figure 1 shows the normalization of two truncated Gaus-

sian curves to obtain their PDF, whilst Figure 2 shows a PDF
and its CDF.
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During the optimization process, mocDE maintains an elite
solution and, in each iteration, it generates a new solution
to be compared to the elite solution. Then, the winning
solution is added to the population, i.e., it affects the statistical
representation of the population.

B. Elitism

Ahn and Ramakrishna [7] show the benefits of elitism in
the optimization process when using a compact evolutionary
algorithm. Based on that work, mocDE implements the same
elitism classes: persistent and non-persistent. This originates
two variants: Persistent Elitist Multi-Objective Compact Differ-
ential Evolution (pe-mocDE) and Non-Persistent Elitist Multi-
Objective Compact Differential Evolution (ne-mocDE).

Both variants use an extra individual called elite during the
optimization process to compare it against the new generated
solution and determine if such solution improves the popula-
tion or not. If the elite solution is better than the new one,
it affects the statistical representation of the population, else
the new solution affects the population and replaces the elite
solution. Such substitution is only done when:

e The new solution dominates the elite solution.

e  Both solutions are non-dominated but the new solution
can be added to the archive (see subsection III-C).

e 7 iterations have passed since the last time the elite
solution was replaced (only in ne-mocDE).

The main difference between both variants is only the last
case of substitution. This adds an extra parameter to ne-mocDE
called n, which should be no greater than the population size,
i.e., n < p according to [7].

C. Archive of non-dominated solutions

To keep a good distribution in the solutions, mocDE
implements an external archive that works as the one of
MOEA/D. Such archive uses Chebyshev aggregation functions,
where weight vectors \;,7 = 1,2, ..., p are defined by the user
and represent the desired distribution. This archive helps to
determine whether a solution improves the distribution and it
must be declared as the winner when affecting the population.
The Chebyshev scaling method has the powerful feature of
being able to generate all the Pareto optimal solutions [1].
The Chebyshev method is applied as follows:

gi(r) = max, i j(fj(w) = 2;) ®)

where z is a reference vector and ) is a set of vectors that
define the desired distribution. The reference vector z is the
ideal vector found at the current time, i.e., z; = min f;(z) for
all = generated during the optimization process. The maximum
archive size should be defined by the user and represents the
number of solutions to be returned as a result.

Algorithm 1 shows how a new solution z is added to
archive A using the reference vector z, returning true if it
was successfully added or false otherwise.

Algorithm 1 archive function in mocDE

Require: n > 0Ak > 1Ap>0Az ER" Az e RFA £
R® - R A A € RPX™ A )\ € RPXF
Ensure: If solution x was added to archive A
for i =1 — k do {Update ideal vector}
if fi(z) < z; then
z; < fi(z)
end if
end for
added < FALSE
for i =1 — p do {Update archive}
f e max Aijlfi(x) = 2]
fa e max Xij|fi(Ai) -z
if f1 < fo then {z is better than A;}
added < TRUE
Ai —
end if
end for
return added
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Fig. 1.

Normalization of truncated gaussian curves in interval [—1, 1], with © = 0 and (a) o = 1 and (b) o = 10.
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Fig. 2. Relation of a (a) PDF (with 4 = 0 and ¢ = 0.3) and its (b) CDF.

D. MocDE Algorithm

Our proposed approach works as follows. At the beginning,
the value of p is set to 0 and o is set to «, where « is
a constant (o« = 10) that allows the PDF to work as a
uniform distribution that converges to a Gaussian distribution.
It also creates an elite individual e that guides the optimization
process, which is added as the first solution to the archive
and initializes the ideal vector z, which works as a reference
vector in the Chebyshev method. At each iteration, mocDE
uses the standard implementation of differential evolution
DE/rand — to — best/1/bin, but it can be replaced by any
other DE variant. It generates three individuals z,., x5 and x;
by means of v, to produce a new individual, x; I The new
individual is recombined with the elite individua{'to generate
individual, x, ¢, which will compete against the elite itself. To
decide if z, ¢ is better than e, it is checked if f(zoff) < f(e).
In case both solutions are non-dominated, x, s is the winner if
it can be added to the archive, verifying that there exists some
i € {1,..,p} such that g;(A;) > gi(zors) (see equation (8)).
The proposed approach is shown in Algorithm 2, where « is
usually equal to 10.

IV. PERFORMANCE ASSESSMENT

To evaluate the performance of our proposed mocDE, the
Zitzler-Deb-Thiele (ZDT) [12] and the Deb-Thiele-Laumanns-
Zitzler (DTLZ) [13] test suites were used as benchmarks.
To test the quality of the final solutions for each algorithm
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[ Algorithm | Parameter [ Value
Variant pe-mocDE
Population size p 100
mocDE Differential variation F' 1.0
Crossover probability C' 0.1
Population size p 100
Mutation rate m 0.01
NSGA-II Crossover probability C' 0.9
Population size p 100
Niche size 100 (2D), 150 (3D)
Update limit 10 (2D), 15 (3D)
Differential variation F' 1.0
MOEA/D Crossover probability C' 0.5
Mutation rate m 1.0/n
Selection probability 0.9
Population size p 100
Mutation rate m 1.0/n
Bisection 5
PAES Distribution index 20
TABLE 1. PARAMETERS FOR MOCDE AND STATE-OF-THE-ART

MOEAs.

the following quality indicators have been used: Hypervolume
(Iz) [14], Inverted generational distance (I;gp) [15], Binary
multiplicative € (I.«) [16], Binary additive ¢ (I.+) [16], and
Two set Coverage (I¢) [14]. The first two are unary and the
rest are binary indicators.

The different MOEAs and their corresponding parameters
adopted in our comparative study are shown in Table I.

All results were obtained by running the algorithms for



Algorithm 2 Multi-Objective Compact Differential Evolution
(mocDE)

Require: n > 0Nk >1Ap>0AC, >0ANEF >0An >
OAf:R™ = RF A\ € RPX
Ensure: Set of solution vectors A
t <— 0 {Current iteration}
6 < 0 {Survived iterations by the elite solution}
for i =1 — n do {Initialize v = {u,0}}
i <— 0 {Mean}
0; < « {Standard deviation}
end for
Generate elite individual e, by means of v
Initialize archive of non-dominated solutions
{e}?,2 « f(e)
while stopping criteria is not met do
Generate three individuals x,, s and x;, by means of V'
Typp ¢ T+ Fe (v, —x5)+ F-(e—x¢) {Apply mutation}
for i = 1 — n do {Do crossover}
r < rand(0,1) {Generate an uniform random num-
ber}
if » < C,. then
Toff; < €
else
Xoff, & Thop
endiff ! o
end for
if f(zorf) < f(e) V6 > n then {Comparison of § > 7
is skipped in the persistent variant}
W 4 Topp {Winner}
l + e {Loser}
€<= Toff
00
archive(4, z, z,55) {Add to the archive}
else
if f(e) A f(zorp) Narchive(A, z,xo5 ) then {If non-
dominated and can be added to the archive}
w < Zopp {Winner}
l + e {Loser}
€< Toff
0+0
else
w < e {Winner}
l < x,¢f {Loser}
0—0+1
endif
endif
for i = 1 — n do {Update population representation}
it = 4 L (wi = 1)

ottt = 0t + (uh)? — (u )+ E(w? - 2)
end for
t+—t+1
endwhile
return A

A

the test problems after 30 independent runs, performing a
maximum of 20,000 evaluations.

V. RESULTS

Because of the results obtained when comparing the dif-
ferent variants of mocDE, pe-mocDE was chosen as the best
mocDE variant (this was the outcome of a comparison against
ne-moCDE not included here due to space limitations) and will
represent mocDE in this section. Next, we compare mocDE
(pe-mocDE) to PAES, MOEA/D and NSGA-IIL

In problems ZDT1 and ZDT2, mocDE and NSGA-II show
the best results according to unary quality indicators but
binary indicators determine that mocDE is better than NSGA-
II. Figure V shows the Pareto front approximations of all
algorithms for problem ZDT]1.

In ZDT3, NSGA-II presents the best results followed by
mocDE, according to the unary indicators and additive €
(I). Nevertheless, the two set coverage indicator (I¢) and
multiplicative € (I¥) show mocDE as the winner. In ZDT4,
the best results are from MOEA/D followed by PAES and
mocDE, which showed competitive and more consistent results
than PAES. In ZDT6, mocDE shows the best results but
with some instability. For problems DTLZ1 and DTLZ3, both
mocDE and PAES obtained the best results with PAES having
a better graphical outcome. NSGA-II showed highly compet-
itive results according to the unary indicators, but mocDE
presented better results regarding the binary indicators. In
problems DTLZ4 and DTLZ7, NSGA-II was better according
to the unary indicators but the binary indicators showed that
mocDE had a better performance. In DTLZS, NSGA-II was
the best algorithm, followed by mocDE which was better than
MOEA/D and PAES. In DTLZ6, mocDE obtained the best
results according to all the indicators. Figure V shows the
Pareto front approximations obtained for DTLZ6.

Tables II, III, IV, and V show the complete results of
mocDE, PAES, MOEA/D and NSGA-II for all the ZDT and
DTLZ problems. The best results are shown in boldface.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, a MOEA based on the principles of Compact
Differential Evolution (cDE) [11] was proposed. mocDE uses
only one new solution in each iteration, allowing it to apply
cDE concepts as in mono-objective problems. Nevertheless,
mocDE has a non-dominated solution archive whose goal is
to maintain the best set of solutions found and a replacement
criteria for such solutions, helping in approximating the real
Pareto front. The results obtained with our pe-mocDE indicate
that it is very important to rely on elite individuals which can
reach good search regions, and manage to avoid local optima
due to the inherent randomness of the sampling process.
Our proposed mocDE was found to be highly competitive
or superior to several state-of-the-art MOEAs in 10 out of
12 problems and was very close to the best algorithm in the
other two problems. This is remarkable if we consider that our
proposed approach was designed to produce important memory
savings so that it’s suitable for being implemented in hardware.
Our proposed approach also produced good distributions of
solutions, although it was not better than NSGA-II in this
regard. Therefore, it is necessary to investigate alternative
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’ MOP Indicator [ mocDE [ NSGA-TI [ MOEA/D [ PAES |
[ w [ o [ p [ o [ pw T o | p | o
ZDT1 [ Trgp [ 0.0003 T 0.0000 [ 0.0003 [ 0.0000 | 0.0008 | 0.0002 [ 0.0004 | 0.0013 |
[ Tu [ 70.9988 | 0.0001 | 0.9983 | 0.0001 | 0.9938 | 0.0016 | 0.8372 | 0.I714 |
J— [ Trgp [ 0.0003 T 0.0000 [ 0.0003 [ 0.0000 | 0.0006 | 0.0002 [ 0.0139 | 0.0070 |
[ Tu [ 0.9957 | 0.0002 | 0.9926 | 0.0007 | 0.9787 | 0.0065 | 0.6757 | 0.0599 |
ZDT3 [ Trgp [ 0.0021 [ 0.0002 [ 0.0006 [ 0.0000 | 0.0068 | 0.0021 [ 0.0310 | 0.0116 |
[ Tm [ 0.9962 | 0.0004 | 0.9975 | 0.0004 | 0.9345 | 0.0197 [ 0.7606 | 0.1506 |
ZDT4 [ Trgp [ 0.0161 [ 0.0077 [ 0.0229 [ 0.0121 [ 0.0068 | 0.0080 | 0.0139 | 0.0043 |
[ Tu [ 70.9921 | 0.0037 | 0.9893 | 0.0056 | 0.9966 | 0.0039 | 0.8968 | 0.1293 |
ZDT6 [ Trgp [ 0.0001 [ 0.0000 [ 0.0011 [ 0.0002 | 0.0002 | 0.0001 [ 0.0022 | 0.0014 |
[ Tu [ 70.9985 | 0.00I8 | 0.9906 | 0.0014 [ 0.9973 | 0.0011 | 0.5277 | 0.2614 |
DTLZ1 [ Trgp [ 00164 [ 0.0066 [ 0.0839 [ 0.0445 [ 0.1371 [ 0.1793 [ 0.0062 [ 0.0035
| Tu | 1.0000 | 0.0000 | 0.9998 | 0.0004 [ 0.9953 | 0.0122 [ 0.9968 | 0.0015
TABLE II. VALUES OF THE UNARY PERFORMANCE MEASURES FOR ALL THE MOEAS COMPARED IN THE ZDT TEST PROBLEMS.
) [ mocDE [ NSGA-TI [ MOEA/D [ PAES |
’ MOP Indicator l m [ p [ m [ > [ m [ r [ m [ > l
DTLzs |_liGo | 0.0008 ] 0.0000 | 0.0008 | 0.0000 | 0.0008 | 0.0000 | 0.0052 | 0.0008 |
[ Tu | 70.8956 | 0.0032 | 0.8768 | 0.0098 | 0.878T | 0.0025 | 0.3937 | 0.0652 |
DTLZ3 [ Trgp [ 0.0321 [ 0.0152 [ 0.1765 [ 0.0665 | 02794 | 0.3707 | 0.0120 | 0.0061 |
" [ I | 1.0000 | 0.0000 | 0.9998 | 0.0002 | 0.9963 | 0.0093 | 0.9958 | 0.0017 |
DTLzs |_lrGp | 00035 ] 0.0007 | 0.0012 [ 0.0000 | 0.0029 [ 0.0024 [ 0.0143 [ 0.0019 |
| Tu | 0.8454 | 0.0255 | 0.8900 | 0.0085 | 0.8598 | 0.0687 | 0.2006 | 0.1358 |
DTLZS |_lzGo | 00001 [0.0000 [ 0.0001 [ 0.0000 [ 0.0001 [ 0.0000 | 0.0028 | 0.0012 |
[ Tu [ 70.9830 | 0.0008 | 0.9974 | 0.0006 | 0.9809 | 0.0019 | 0.6649 | 0.1216 |
DTLZ6 [ Trgp [ 0.0001 [ 0.0000 [ 0.0174 [ 0.0010 | 0.0006 | 0.0005 [ 0.0039 | 0.0016 |
[ Tu [ 09995 | 0.0000 | 0.7912 | 0.0188 | 0.9953 | 0.0043 | 0.8222 | 0.0290 |
DTLZ7 [ Trgp [ 0.0021 ] 0.0001 ] 0.0009 [ 0.0001 | 0.0036 | 0.0027 [ 0.0089 | 0.0024 |
Ty [70.9646 | 0.0015 | 0.9624 | 0.0059 | 0.8988 | 0.0229 | 0.6423 | 0.2512 |
TABLE III. VALUES OF THE UNARY PERFORMANCE MEASURES FOR ALL THE MOEAS COMPARED IN THE DTLZ TEST PROBLEMS.

archiving methods that allow us to improve the distribution
of the solutions obtained. It would also be interesting to
test our proposed approach in additional multi-objective test
instances such as the WFG and CEC 2009 benchmarks, as
well as to compare our proposed approach against newer
variants of MOEAs, reported in recent CEC competitions.
Finally, it would be interesting to analyze the CPU usage of
our proposed mocDE to determine if it could be used in real-
time applications.
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