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Abstract In recent decades, several multi-objective evolutionary algorithms
(MOEAS) have been successfully applied to a wide variety of multi-objective
optimization problems. Along the way, several new concepts, paradigms and
methods have emerged. Additionally, some authors have claimed that the ap-
plication of multi-objective approaches might be useful even in single-objective
optimization. Thus, several guidelines for solving single-objective optimization
problems using multi-objective methods have been proposed. This paper offers
a survey of the main methods that allow the use of multi-objective schemes
for single-objective optimization. In addition, several open topics and some
possible paths of future work in this area are identified.
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1 Introduction

Optimization is a key topic in computer science, artificial intelligence, opera-
tions research and several other related fields (Corne et al., 1999). In these
fields, optimization is the process of trying to find the best possible solution
to a problem. Mathematically, an optimization problem with constraints can
be formulated as the process of:

Finding « so as to minimize or maximize [fo(x), f1(2),..., fa(2)]
subject to xeS
gi(x) >0, 5=1,...,J,
hp(z) =0, k=1,..., K,

(1)

where n is the number of objectives to optimize, S is the set of potential
solutions, J is the number of inequality constraints expressed in the form
gj(z) >0, and K is the number of equality constraints expressed in the form
hi(z) = 0. Both the goal of the process as well as the design of the opti-
mizers are highly influenced by the use of one or several objectives. Thus,
most taxonomies distinguish between single-objective optimization (n = 1)
and multi-objective optimization (n > 1). However, since the ability of most
multi-objective approaches is severely deteriorated by an increase in the num-
ber of objectives (Khare et al., 2003; Knowles and Corne, 2007), a further
distinction is made to refer to problems with four or more objectives. Such
multi-objective problems having more than three objectives are often referred
to as many-objective problems (Purshouse and Fleming, 2007; Ishibuchi et al.,
2008).

Several exact approaches have been designed to deal with optimization
problems. However, exact approaches are unaffordable for many real world
applications, resulting in the development of a wide variety of heuristics.
Their main aim is to obtain good quality solutions in a limited amount of
time (Glover and Kochenberger, 2003). Among such heuristics, Evolution-
ary Algorithms (EAs) (Eiben and Ruttkay, 1998) have become a popular
choice for solving different types of optimization problems. EAs involve a set
of population-based methods which draw their inspiration from biological evo-
lution. EAs have shown great promise for yielding solutions for optimization
problems having large and accidented search spaces.

EAs were initially developed in an effort to tackle unconstrained single-
objective optimization problems. However, since their inception, a great deal
of research has been conducted to adapt them to other types of problems.
For instance, Multi-Objective Evolutionary Algorithms (MOEAs) adapt EAs for
dealing with multi-objective optimization problems (Deb, 2001; Coello et al.,
2007; Coello and Lamont, 2004). This has been a very active research area
in recent decades, as a result of which several MOEAs have been proposed
in the literature (Zhou et al., 2011). In multi-objective optimization the aim
is to obtain a set of trade-off solutions, rather than a single (best overall)
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solution, as in single-objective optimization. The optimization goal of multi-
objective solvers involves several challenges (Zitzler et al., 2000). First, the
distance of the resulting non-dominated set to the true Pareto Front should be
minimized. A good distribution of the solutions found is also desirable. Finally,
the extent of the non-dominated front should also be maximized. In order to
fulfill these requirements, most MOEAs try to maintain a proper diversity in
their population. Most MOEAs emphasize diversity in objective function space
(Coello et al., 2007) and a number of mechanisms have been proposed for this
sake (e.g., fitness sharing (Deb and Goldberg, 1989), crowding (Deb et al.,
2002), clustering (Toscano Pulido and Coello Coello, 2004), adaptive grids
(Knowles and Corne, 2003) and entropy (Wang et al., 2010) among others).
Such diversity maintenance schemes are generically called “density estimators”
and are one of the main components of most modern MOEAs.

Considering these intrinsic properties of most MOEAs, several authors have
claimed that the use of multi-objective solvers might be helpful for single-
objective optimization as well (Abbass and Deb, 2003). For this reason, MOEAs
have been applied —with different guidelines— to solve single-objective opti-
mization problems. The application of MOEAs to single-objective optimization
can be mainly grouped into three different types of methods:

— Methods that transform a constrained single-objective optimization prob-
lem into an unconstrained multi-objective optimization problem (Mezura-
Montes and Coello, 2008).

— Methods that consider diversity as an objective (Bui et al., 2005).

— Schemes termed as “multiobjectivization” whose aim is to transform a
single-objective problem into a multi-objective problem by transforming
its fitness landscape (Knowles et al., 2001).

The main aim of this paper is to provide a comprehensive survey of the
application of MOEAs to single-objective optimization. In addition, some lines
of future work, as well as several open research topics, will be enumerated. The
remainder of this paper is organized as follows. Section 2 describes the main
proposals that use multi-objective concepts to solve single-objective problems
with constraints. Section 3 is devoted to the methods that include diversity
as an objective. The foundations of multiobjectivization and a review of the
most important proposals are offered in Section 4. Finally, some possible future
trends, as well as several open topics, are described in Section 5.

2 Constrained Optimization

2.1 Foundations

Constrained optimization is the process of finding a feasible solution that op-
timizes one or several mathematical functions in a constrained search space.

EAs, in their original versions, lack a mechanism for incorporating constraints
into their search process (Mezura-Montes and Coello, 2008). However, many
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real-world optimization problems involve constraints (Venkatraman and Yen,
2005). As a result, several proposals for dealing with constrained optimization
problems have been devised. In fact, some comprehensive surveys (Coello,
2002; Mezura-Montes and Coello, 2011) and books (Mezura-Montes, 2009)
have already been published on this topic.

The most popular method for dealing with constrained search spaces in
EAs is the use of penalty functions. Penalty functions were originally devised
by Courant in the 1940s (Courant, 1943). The basic idea is to transform a
constrained optimization problem into an unconstrained one by modifying
the fitness function' on the basis of the constraint violations present in each
individual. Constraint violations are measured and are then used to penal-
ize infeasible solutions, with the aim of favoring feasible solutions. The main
drawback of penalty functions is the difficulty involved in finding a penalty
function that is both effective and efficient. Penalty functions usually have
several parameters that must be carefully tuned to adapt the scheme to a
particular optimization problem. Thus, the use of penalty functions increases
the number of free parameters that need to be tuned. It has been empirically
demonstrated that the behavior of a penalty function may be extremely sen-
sitive to its parameter values (Surry and Radcliffe, 1997). Moreover, in some
cases, no value for the parameters is adequate, which makes evident that some
alternative (and more general) methods are desirable.

As a result, several other constraint-handling schemes have been proposed
in the literature. Among them, the most well-known are the following:

— Reject infeasible solutions (Béck et al., 1997). This is probably the easiest
way to allow the use of EAs in constrained optimization. It can be con-
sidered as a particular case of penalty functions, where a zero fitness is
assigned to any infeasible solution.

— Apply repairing methods that transform infeasible solutions into feasible
ones (Liepins et al., 1990). The schemes are problem-dependent and it
is not always easy to define such methods, so the major inconvenience
of this approach is its lack of generality. Moreover, repair methods could
considerably worsen the original function, failing to yield efficient results,
or they might introduce a systematic bias into the search (Béck et al.,
1997).

— Use a combination of evolutionary operators and encoding that never pro-
duce infeasible solutions (Esbensen, 1995). This kind of scheme is highly
dependent on the optimization problem. However, in those cases in which
it can be applied, it might offer a great improvement. These methods are
also referred to as greedy decoders.

1 In evolutionary algorithms, it is necessary to define a measure of performance for each
individual that allows to compare it with respect to others. This way, the best solutions
(with respect to this measure of performance) have a higher probability of being selected.
This measure of performance is called fitness function and it is normally defined in terms
of the objective function(s) that we aim to optimize (usually, a normalized version of the
objective function(s) value(s) is adopted).



Using MOEAs for Single-Objective Optimization: A Survey 5

— Apply multi-objective methods, separating the treatment of objectives and
constraints (Mezura-Montes and Coello, 2011). The application of multi-
objective methods has the advantage of being more general. Usually, the
number of additional parameters that they require in comparison with the
other schemes is minimal. Therefore, they are a promising kind of scheme
which certainly requires further research.

2.2 Multi-objective Methods for Constrained Optimization

One of the most promising ways of dealing with constrained optimization pro-
blems is to apply a multi-objective scheme. Its main purpose is to avoid the
requirement of setting several additional parameters, as happens with penalty
functions. Several schemes based on applying a MOEA or some multi-objective
concepts have been published. A taxonomy for these schemes was proposed
in Mezura-Montes and Coello (2008). The following kinds of techniques are
identified:

— Schemes that transform the original constrained single-objective problem
into an unconstrained bi-objective problem by considering a measure of
the constraint violations as the second objective.

— Schemes that transform the problem into an unconstrained multi-objective
problem having the original objective function and its constraints as sep-
arate objectives. In this case, the constrained single-objective problem is
converted into a multi-objective problem with N objectives, where the
number of constraints is N — 1.

In this survey, the original taxonomy (of bi-objective and N-objective ap-
proaches) is extended to incorporate an additional dimension. Specifically, we
distinguish between the methods that always prefer a feasible solution over
an infeasible solution, and those that do not. The first methods are termed
“feasible-compliant” methods. The main motivation for such a distinction is
that feasible-compliant methods might have convergence drawbacks in prob-
lems that have disconnected feasible regions. Specifically, the algorithm might
get stuck within one of the feasible components and never be able to explore
outside such region (Venkatraman and Yen, 2005). The reason is that once a
feasible solution is found, such optimization schemes tend to discard infeasi-
ble solutions, which may certainly prevent the algorithm from reaching other
feasible regions.

2.2.1 Bi-objective Feasible-Compliant Methods

The number of bi-objective feasible-compliant methods is very small. In the
proposal presented in Wang et al. (2005), the second objective is defined as the
maximum constraint violation. The survivor selection operator sorts individ-
uals considering the second objective. Ties are broken by taking into account
the first objective value. Then, the best individuals are selected. In addition,
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a novel crossover operator is proposed. Another feature is the application of
different mutation operators for feasible and infeasible individuals.

Another feasible-compliant scheme was presented in Wang et al. (2007b).
In this case, the second objective is defined as the sum of the constraint vi-
olations. In the normal operation, a parent individual can only be replaced
by an individual which dominates it. Alternatively, if there are no feasible
individuals in the offspring population, the selection considers solely the de-
gree of constraint violation. In addition, the scheme ensures that any feasible
individual is selected prior to any infeasible individual.

2.2.2 Bi-objective Non-Feasible-Compliant Methods

One of the most well-known bi-objective non-feasible-compliant methods (Surry
and Radcliffe, 1997) is called Constrained Optimization by Multi-Objective
Genetic Algorithms (COMOGA). In this method, the second objective is de-
fined as the non-domination rank of each individual considering the constraint
violations as objectives. Then, solutions are selected with a binary tournament
involving the original objective or the newly defined objective. This decision
is based on a parameter called P,,s:, whose value is dynamically modified.

In the line search algorithm proposed in Camponogara and Talukdar (1997),
the second objective is the sum of the constraint violations. First, the Pareto
fronts are calculated. Then, two individuals z; and z;, where the individual
x; dominates x;, are randomly selected. Considering these two points, the
following search direction is generated:

d— (xl — xj) (2)

o |w —

Then, a line search through the line defined by point z; and direction d is
conducted. The aim is to find a solution that dominates both z; and z;. In
addition, a mechanism for preserving diversity, based on randomly changing
one half of the population, is used.

The technique proposed in Zhou et al. (2003) also considers the sum of the
constraint violations as the second objective to optimize. New individuals are
generated following the minimal generational map model. First, C individuals
are generated. Then, two individuals are selected to be part of the offspring.
The first one is selected considering the second objective. The second one is
selected considering the Pareto strength. These steps are repeated until N
offspring are selected. Finally, these offspring substitute the current popu-
lation.

The proposal in Cai and Wang (2006) aims to focus the search on the
boundary of the feasible region. As in some of the previous schemes, the se-
cond objective is defined as the sum of the constraint violations. The non-
dominated individuals of the offspring replace dominated individuals of the
current population. In addition, an archive stores infeasible solutions with a
low sum of constraint violations. Such infeasible solutions are used to replace
some random solutions of the current population. Such a step promotes the
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search in the boundary of the feasible region. In the Hybrid Constrained Op-
timization Evolutionary Algorithm (HCOEA) (Wang et al., 2007a) the second
objective is also defined as the sum of the constraint violations. It combines
a global search with a local search scheme. The aim of the local search is to
accelerate the convergence. Finally, in Wang et al. (2008) the optimization is
divided in three stages, with the Pareto dominance only being used in the first
optimization stage. Some variants of these ideas have been applied to other
types of evolutionary algorithms (Venter and Haftka, 2010).

Another method that also divides the process into phases is presented
in Venkatraman and Yen (2005). In the first phase, the sum of the normalized
constraint violations is used as the fitness value. A single-objective optimiza-
tion approach is used in such a phase. The second phase starts when a feasible
solution is found. Then, a version of the Non-Dominated Sorting Genetic Al-
gorithm (NSGA-1I) (Deb et al., 2002) is used. This version considers the sum of
the normalized constraint violations as the second objective to be optimized.
A small change is carried out in NSGA-II. Specifically, the algorithm assigns
any feasible solution to the first rank regardless of its first objective value.
However, some infeasible individuals might also be assigned to the first rank.

An alternative method that also tries to focus the search on the boundary
of the feasible region is proposed in Deb et al. (2007). First, the problem is
transformed into a bi-objective one by considering the sum of the constraint
violations as the second objective. Then, a version of NSGA-I1 that includes the
definition of a reference point is used (Deb and Sundar, 2006). This version
tries to find a set of solutions close to the supplied reference point. The refe-
rence point is dynamically changed. Specifically, at each generation the best
feasible solution found is considered as the reference point. In order to en-
sure that diversity is maintained, the e-dominance concept is used (Laumanns
et al., 2002). Moreover, the method is integrated with the classical sequential
quadratic programming (SQP) method.

Finally, the Infeasibility Driven Evolutionary Algorithm (IDEA) proposed
in Ray et al. (2009) requires a user-defined parameter which specifies the
desired proportion of infeasible solutions in the population. The ranking pro-
cedure is executed independently for feasible and infeasible solutions. The
replacement scheme considers the calculated ranks and the desire of retaining
the given proportion of infeasible solutions. The scheme has been extended to
incorporate the use of local-search (Singh et al., 2010), and it has also been
applied to a practical optimization problem (Singh et al., 2013).

2.2.8 N-Objective Feasible-Compliant Methods

Even in those cases where the original problem is transformed into an N-
objective problem, some feasible-compliant methods have been devised. One
of the most popular schemes (Parmee and Purchase, 1994) is based on the
Vector Evaluated Genetic Algorithm (VEGA) (Schaffer, 1985). This method
is a combination of a multi-objective approach with a greedy decoder. First,
VEGA is used to guide the search to the feasible region. The set of objectives
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considered in VEGA is the set of constraints. Once a feasible solution is gen-
erated, the use of VEGA is discarded. Instead, the authors use a tailor-made
operator that preserves the feasibility of solutions.

A version based on the Niched-Pareto Genetic Algorithm (NPGA) (Horn
et al., 1994) is proposed in Coello and Mezura-Montes (2002). In NPGA, par-
ents are selected through a tournament based on Pareto dominance. In order
to save computing resources, only a sample of the population is used to es-
timate the Pareto dominance. Two main changes are performed with respect
to the original version of NPGA. First, the use of niches is avoided. Instead,
a simple method based on performing random selections with a low probabil-
ity is used. Second, dominance checking is only considered when comparing
infeasible individuals. When comparing a feasible with an infeasible individ-
ual, the feasible one is preferred, while when comparing two feasible individ-
uals, the objective function is considered. If the comparison with the sample
of individuals does not reveal any information, direct comparisons between
pairs of individuals considering the feasibility rules are used. It is important
to note that in this scheme the use of random selection to promote diver-
sity might provide the survival of some infeasible individuals. In this sense,
it might be considered as a non-feasible-compliant scheme. However, by per-
forming a random selection with a low probability it is unlikely to avoid the
drawbacks of feasible-compliant schemes. Thus, it has been categorized as a
feasible-compliant scheme.

A method based on the use of goals and priorities is proposed in Jiménez
et al. (2002). In this approach, the objectives generated from the constraints
are assigned a higher priority than the original objective. Thus, feasible indi-
viduals are better than infeasible individuals, and the comparisons between in-
feasible individuals completely disregard the original objective function value.
The algorithm uses a pre-selection scheme to favor the generation of individ-
uals close to their parents and to promote implicit niching.

The method proposed in Oyama et al. (2005) uses the same concept of
domination as the one applied in Coello and Mezura-Montes (2002). However,
a complete ranking is established considering the Pareto-based ranking scheme
proposed in Fonseca and Fleming (1993). In addition, a standard fitness shar-
ing scheme is applied to the infeasible individuals based on their constraint
violations.

Finally, Differential Evolution (DE) has also been used considering every
constraint as an objective (Kukkonen and Lampinen, 2006). The classical
DE/rand/1/bin scheme? is applied (Price et al., 2005). The selection rule of
the survivor selection scheme prefers feasible solutions to infeasible solutions.
If both solutions are feasible, or both solutions are infeasible, then the selection
scheme considers the concept of weak dominance. Specifically, if the original
solution is weakly dominated by the new generated solution, then the original
solution is replaced. An extension of such scheme was proposed in Gong and

2 The word “rand” indicates that individuals selected to compute the mutation values are
chosen at random, “1” is the number of pairs of solutions chosen and finally “bin” means
that a binomial recombination is used.
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Cai (2008), which includes an external archive with the best found solutions.
Such an archive is maintained considering the concept of e-dominance (Lau-
manns et al., 2002). The definition of dominance considers only the space of
the constraints. In case of a tie, the extended space is used taking into account
the constraints and the objective function. The variation scheme is guided by
the individuals of the archive.

2.2.4 N-Objective Non-Feasible-Compliant Methods

Several methods in this group are based on the use of VEGA (Schaffer, 1985).
The application of VEGA considering J + K + 1 subpopulations is proposed
in Coello (2000b). The first J + K subpopulations consider as fitness values
the violation of each constraint. The last subpopulation considers the origi-
nal objective as the fitness value. The idea behind the approach is that by
combining individuals of the different populations, a feasible solution with a
high value of the original objective might be generated. The main drawback
is that the number of sub-populations increases linearly with the number of
constraints. Moreover, some constraints might be easier than others, but this
is not considered in the approach. An extension of the scheme is proposed
in Liang and Suganthan (2006). In this new proposal, the objectives are dy-
namically assigned to the subpopulations by considering the difficulty of each
constraint.

The scheme proposed in Ray et al. (2000) calculates the non-domination
ranks considering three different spaces: objective space, constraint space, and
a combination of the two. The selection probability of an individual is based
on the three calculated ranks. In addition, the scheme incorporates mating
restrictions and a niche mechanism based on Euclidean distances. This work
was extended to improve the diversity maintenance (Ray and Liew, 2003). The
new scheme is based on simulating the behavior in societies and civilizations.
The individuals of a given society are identified by applying clustering algo-
rithms. As in the authors’ previous work, the selection of the best individuals
is based on using non-domination ranks. In this case, two different spaces are
considered: objective space and constraint space.

The Inverted Shrinkable Pareto Archived Evolution Strategy (IS-PAES) is
proposed in Herndndez-Aguirre et al. (2004). It is an extension of the PAES
method. The main concept introduced is the use of a shrinking mechanism to
reduce the search space. At the beginning, the entire search space is considered.
Then, as the evolution progresses, the search space is shrunk to focus on the
feasible region. The reduction of the search space is performed by considering
the solutions in the archive with the lowest amount of constraint violation.

A method that promotes the oscillation between the search in feasible
and infeasible regions is proposed in Angantyr et al. (2003). It does so by
calculating the fitness value considering two different ranks. The first rank
is calculated considering only the objectives. The second rank is calculated
considering only the constraints. These ranks are added considering adaptive
weights. The weights depend on the proportion of feasible individuals in the
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population. The weights assign a greater importance to the rank based on
constraints when the proportion of feasible individuals is low.

Finally, an alternative method for promoting the search in the boundary
regions is proposed in Churchill et al. (2013). Searching in the infeasible regions
with the direct use of NSGA-II calls for long search times. As a result, two new
proposals are considered. One involves the use of reference points, and the
other applies a guided elitism scheme where some selections are carried out by
considering the original objective with penalties. Both approaches yield better
results than the original version of NSGA-11. However, the one with reference
points is very sensitive to the parameters being considered.

2.2.5 Other Methods

Some of the proposals cannot be included in the above groups. Considering
the feasibility criterion, any scheme can be classified as feasible-compliant or
non-feasible-compliant. However, when focusing on the number of objectives,
some schemes cannot be classified as bi-objective or as N-objective, in the
sense in which such features are defined.

In the scheme proposed in Schoenauer and Xanthakis (1993), the con-
straints are handled in a particular order. First, the technique focuses on op-
timizing one constraint. Then, when a percentage of the population is feasible
for this constraint, the next constraint is considered. The idea is to satisfy, se-
quentially, the constraints imposed on the problem while still satisfying those
previously considered. Although a multi-objective scheme is not applied, seve-
ral objectives are simultaneously considered in this scheme. In the last stages
of the optimization, the scheme behaves as a death penalty scheme where
infeasible individuals are erased from the population.

A feasible-compliant method is proposed in Coello (2000a). Every indi-
vidual is compared (in a pairwise manner) against every other individual in
the population in order to determine the number of elements that are better
than a given individual. In order to carry out the comparisons, any feasible
individual is considered better than any infeasible individual. In the case of
comparisons among infeasible individuals, they are first compared considering
the number of violated constraints, and, in case of a tie, considering the sum
of constraints violations. Finally, for feasible solutions, the fitness is obtained
as the normalized original objective value plus one, while the fitness for an
infeasible solution I is m, where countBetter(I) is the number
of individuals that are better than I. This ensures that the rank of feasible
individuals is always higher than the rank of infeasible ones.

A non-feasible-compliant method based on relaxing one of the constraints
was proposed in Watanabe and Sakakibara (2005). The scheme transforms the
original problem into a bi-objective problem. However, the second objective
is not a measure of the violation of the constraints. Instead, it is equal to
the original objective but considering relaxed constraints. Moreover, a penalty
function is applied to the first objective. Then, NSGA-II is applied, the aim
being to concentrate the search on the boundary of the feasible region.
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A non-feasible-compliant method based on a multi-objective DE is pro-
posed in Reynoso-Meza et al. (2010). Three objectives are considered: the
original one, the sum of constraint violations for inequality constraints, and
the sum of constraint violations for equality constraints. The maintenance of
diversity is encouraged with the use of a spherical pruning scheme. Another
method which also considers three objectives is proposed in Chowdhury and
Dulikravich (2010). In this case, a predatory-prey EA is used. The first and
second objectives are equal to the original objective. The third objective is
the sum of the constraint violations. This creates a two-thirds bias towards
the original objective. The proposed scheme does not scale to problems with
several constraints, where most of the time is spent in the infeasible region.
Finally, in Jia et al. (2011), a DE scheme that considers two objectives is de-
fined. The second objective represents the amount of constraint violations.
However, it is defined in a dynamic way because the constraints boundaries
are gradually tightened to the original boundaries.

2.3 Discussion

As we have shown, the number of proposals that consider multi-objective con-
cepts is vast. In fact, several proposals that are minor variants of the schemes
described above have not been included in this survey due to space constraints.
The reason for the existence of such a large number of proposals is that none
of them has been found to be significantly superior to the others. The No-
Free-Lunch theorem by Wolpert and Macready (1997) might be considered as
a reason for this. However, some studies have concluded that the use of multi-
objective concepts is not adequate for some single-objective problems (Mezura-
Montes and Coello, 2011). For instance, the only method inspired by multi-
objective concepts presented at the 2010 CEC competition on constrained opti-
mization (Reynoso-Meza et al., 2010), obtained much worse results than those
yielded by other schemes. Thus, careful consideration must be given to the
kind of method chosen. In any event, only one method inspired by multi-
objective concepts was applied, so it would be of great interest to test related
schemes with such benchmark problems. In contrast, several multi-objective
schemes have provided high-quality solutions to difficult benchmark and real
world constrained problems, showing their usefulness in other cases (Coello,
2000a; Wang et al., 2008; Mezura-Montes and Coello, 2011)

The direct application of MOEAS to a constrained problem might lead to a
compromise between objectives and constraints in some cases. It is also worth
noticing that the whole set of solutions is usually not of interest to the user
(i.e., the decision maker). In fact, in such cases, the method might be trying
to solve both the constrained and unconstrained problems at the same time.
If no action is taken, too much time might be spent searching in the infeasible
region. In Runarsson and Sarker (1999) an analysis is carried out using a
very simple problem. The analysis shows that using Pareto Ranking might
lead to a bias-free search where most of the time is spent searching in the
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infeasible region. The likelihood of wasting evaluations depends of the fitness
landscape. This is why some multi-objective schemes that produce a certain
amount of bias in the search have been devised. A promising approach is the
method proposed in Deb et al. (2007), where a dynamic reference point is
used to guide the search. The advantages of introducing a bias in the search
are clear. In fact, such a method has obtained better results than any of the
schemes presented at the 2006 CEC competition on constrained optimization.
To the best of our knowledge, the results with such an algorithm for the 2010
CEC benchmark tests have not been published, so its performance with new
problems is unknown.

The use of several optimization phases where different rankings are con-
sidered has also yielded several benefits (Wang et al., 2008). Thus, it seems
that the direct use of Pareto dominance concepts might provide benefits in
some stages of the optimization, while it might increase the convergence time
if it is applied over the entire optimization process. In other cases (Parmee
and Purchase, 1994), the phases distinguish between the search of a feasi-
ble solution and the optimization of such a solution. These types of schemes
might encounter difficulties with problems involving unconnected feasible re-
gions (Venkatraman and Yen, 2005) and should, therefore, be carefully applied.

Finally, it is also worth noting that many of the proposals described herein
have only been tested on a few real world applications or on a reduced number
of benchmark problems. Thus, it is very difficult to predict what will be their
behavior when dealing with different problems. For a comparison of several
multi-objective schemes, see (Mezura-Montes and Coello, 2005). Note however,
that this comparative study (as well as the other studies already cited in this
paper) disregards several methods, which certainly complicates the task of
deciding which multi-objective method to apply in which case.

3 Diversity-based Schemes
3.1 Foundations

Maintaining a proper diversity is an important issue for the correct behavior
of EAs (Crepindek et al., 2013). A loss of diversity might lead to stagnation in
suboptimal regions, producing the effect known as “premature convergence”.
Premature convergence is one of the most frequent drawbacks that must be
faced when using evolutionary approaches. It appears when every member of
the population is in a suboptimal region and the scheme is not able to generate
new individuals that are superior to their parents. One of the main reasons
behind premature convergence is the use of finite population sizes, leading to
the phenomenon known as genetic drift (Eiben and Smith, 2008).

Several theoretical and empirical studies have analyzed the impact of pro-
moting diversity in evolutionary schemes (Friedrich et al., 2008). Diversity can
help the optimization mainly in two ways. First, there is a relationship between
diversity and the capabilities of exploration and exploitation in EAs (Crepinsek
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et al., 2013). Among other benefits, a proper balance between exploration and
exploitation might allow exploring several hills simultaneously in multimodal
problems. In addition, maintaining proper diversity might allow combining
different building blocks in crossover operations (Jansen and Wegener, 2005).
However, maintaining a larger diversity does not necessarily imply a proper
balance between exploration and exploitation. This is why the term useful di-
versity was introduced in Mahfoud (1992) to refer to the diversity that helps
to find high-quality individuals. It is also important to note that there is not
always a positive correlation between diversity and fitness (Burke et al., 2004).
Thus, promoting a large diversity might be counterproductive.

Considering the importance of maintaining proper diversity in several com-
plex optimization problems, several diversity preservation schemes have been
devised. The reader is referred to Crepingek et al. (2013) for an extensive
survey of diversity preservation mechanisms. Among them, some of the most
well-known are the following:

— Restart the approach when stagnation is detected (Eiben and Smith, 2008).

— Increase the population size with the aim of avoiding genetic drift (Eiben
and Smith, 2008).

— Apply mating restrictions such as incest prevention (Simées and Costa,
2011), i.e., avoid the mating of individuals that are very similar. This is
also known as speciation.

— Perform cataclysmic mutation (Eshelman, 1990).

— Perform selection applying fitness sharing (Nguyen et al., 2012). In this
case, highly similar individuals are clustered and penalized by sharing the
resulting fitness values among the members of the group that lie in the
same niche (i.e., those that are very close to each other either in decision
or in objective function space).

— Apply crowding-based selection where each offspring replaces similar indi-
viduals in the parents population (Mahfoud, 1992).

— Use complex population structures, such as the island-based model (Eiben
and Ruttkay, 1998) or cellular approaches (Nebro et al., 2007).

— Apply a multi-objective scheme that considers diversity as an objective (de
Jong et al., 2001).

3.2 Multi-objective Methods for Promoting Diversity

Using multi-objective methods to ensure proper diversity for single-objective
optimization is a promising approach. Since multi-objective schemes try to si-
multaneously optimize several objectives, using diversity as an additional ob-
jective might provide a proper balance between exploration and exploitation.
In fact, several studies have analyzed the use of MOEAs to promote diversity
maintenance in single-objective optimization. Note that in these schemes, a
measure of population diversity is not required. Instead, the objective must
be a measure of the diversity introduced by the individual considered in the
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population. The same principles have been used to promote diversity in multi-
objective optimization problems. Most of these schemes can also be applied to
single-objective optimization problems. Thus, this section also considers the
schemes that can be applied to single-objective schemes, even if they have
only been applied to multi-objective optimization problems. In the rest of this
section, the original objectives are referred to as fitness objectives, while the
additional objective is referred to as the diversity objective.

Several diversity objectives have been devised. In this paper, we propose a
taxonomy that classifies diversity objectives into the following groups:

— Encoding-independent measures that can be applied regardless of the type
of chromosome.

— Genotypic and phenotypic measures that consider the values of the genes.

— Behavioral measures that consider the behavior of the individuals.

3.2.1 Encoding-independent Measures

In this kind of scheme, since the encoding is not considered, the diversity
objectives are not explicit measures of diversity. They do, however, promote the
maintenance of proper diversity in the population. Three different encoding-
independent diversity objectives have been proposed (Abbass and Deb, 2003).
All of them must be minimized:

— Random: a random value is assigned as the diversity objective. Smaller
random values may be assigned to some low-quality individuals that thus
have a chance to survive.

— Inversion: in this case, the optimization direction of the objective func-
tion is inverted and used as the diversity objective. This approach highly
decreases the selection pressure. In fact, under this scheme, every member
is non-dominated, so it must be carefully applied.

— Time stamp: the diversity objective is calculated as a time stamp for
each individual. Each individual in the initial population is marked with
a different time stamp represented by a counter which is increased every
time a new individual is created. Starting with the second population, all
newly generated individuals are assigned the same time stamp, which is
set as the population size plus the generation index. This time stamp must
be minimized.

The previous diversity objectives were used with a MOEA that considers a fixed
population size. If the number of non-dominated solutions in a generation is
greater than the previously specified maximum (defined by the user), then
the average distance to the two closest individuals is calculated. Then, the
individual with the minimal distance is discarded. This distance considers the
contents of the chromosomes.
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3.3 Genotypic and Phenotypic Measures

The first scheme that considered diversity as an explicit objective and inte-
grated it into a MOEA was proposed in de Jong et al. (2001). In this case, a
genetic programming scheme was executed considering three objectives: max-
imize the accuracy of the tree, minimize its size, and maximize diversity. The
following distance measure between trees was defined. First, the trees are over-
laid. Then, the nodes that overlap and are distinct are counted. Finally, the
number of distinct nodes is normalized by dividing by the size of the smallest
tree. The diversity of each tree is calculated as the mean distance to the rest
of the trees in the population. The survivor selection mechanism selects non-
dominated individuals. In addition, duplicate individuals are erased. Thus, a
population with a variable size is considered.

Another scheme for multi-objective problems is proposed in Toffolo and
Benini (2003). The new diversity objective assumes an encoding based on real
values. Specifically, the diversity objective is calculated as the mean Euclidean
distance in the genotype space to the remaining individuals in the population.
This is usually known as ADI (Average Distance to all Individuals). In this case,
the original objectives are not directly considered. Instead, the non-domination
ranks considering the fitness objectives are calculated. The domination rank
and the diversity value are then considered as the objectives. Based on these
objectives, a new non-domination rank is calculated and used to rank the
individuals.

Based on the ideas in Toffolo and Benini (2003), two new diversity objec-
tives are defined in Bui et al. (2005). These are the DoN (Distance to Closest
Neighbor) and the DBI (Distance to Best Individual). The fitness objective
is used to identify the best individual in DBI. These schemes were applied
to dynamic single-objective optimization problems. The MOEA used was the
well-known NSGA-IIL.

An extension of the DCN scheme was proposed in Segura et al. (2012a).
DCN was modified with the aim of penalizing the individuals having a very
low quality. The newly defined objective was referred to as DCN_THR. In or-
der to perform the penalization, the user must establish a threshold ratio. A
threshold value (v) is generated considering the threshold ratio and the best
fitness objective achieved. The diversity objective of individuals whose fitness
value is higher —for a minimization problem— than v is set to 0. For the re-
maining individuals, DCN is used. As a result, individuals that cannot achieve
the fixed threshold are penalized. The same ideas can also be applied with
the DBI and ADI diversity objectives. In the same research, the use of diversity
objectives and hyperheuristics were combined. The user can specify a set of
different diversity objectives and their corresponding parameters. Then, a hy-
perheuristic is used to automatically select the objective to use at each stage
of the optimization process.

In Segura et al. (2013), NSGA-II is used with a new survivor selection scheme
that considers the diversity objective DCN_THR. The diversity objective is cal-
culated considering as reference the individuals that are selected to survive,
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instead of the entire population. After each selection, the diversity objective
is recalculated. The parent selection scheme is kept intact.

Finally, a diversity objective specifically tailored for a multi-objective ver-
sion of the Vehicle Routing Problem (VRP) is proposed in Garcia-Najera (2009).
The distance between two individuals is calculated as the number of shared
edges. Then, the mean distance to the remaining individuals in the population
is used as the diversity objective. A traditional MOEA is not used. The mating
scheme selects one parent considering the fitness objective and the other con-
sidering the diversity objective. The survivor scheme only considers the fitness
objective.

3.3.1 Behavioral measures

The field of Evolutionary Robotics (ER) also makes use of this type of scheme.
In this field, EAs are usually applied with the aim of evolving neural networks
that act as robot controllers. Calculating proper distances between neural net-
works in the genotypic or phenotypic space is a difficult task, which is why
Mouret and Doncieux (2009a) propose the use of behavioral diversity. In these
schemes, the distances among the behaviors of neural networks are considered.
Specifically, for the mobile robot problem in question, the robots try to solve
the given problem —usually by simulation— considering the evolved neural
networks. Then, distances among individuals are calculated considering the
status of the environment at the end of the simulation. As an example, if the
problem to solve involves moving a set of objects in an arena, the differences
between the vectors that indicate the position of each object at the end of
the simulation might be used to calculate the distances between individuals.
In Mouret and Doncieux (2009a) the NSGA-1I with well-known mutation oper-
ators of this field is used.

The above research is expanded in Mouret and Doncieux (2009b) to include
the concept of behavioral novelty (Lehman and Stanley, 2008). In this case,
all the evaluated individuals are stored in an archive. Then, distances are
calculated considering the members of the archive instead of the members of
the population. The novelty distance is also calculated considering both the
archive and the population (Mouret, 2011). Additionally, a scheme considering
three objectives is also proposed: the fitness objective, behavioral diversity and
behavioral novelty.

A different research line in ER is proposed in Doncieux and Mouret (2010),
where several distances that can be applied to any ER problem are defined
based on calculating distances among the values coming from the sensors and
the actions being sent to the effectors. Four different distances are defined.
They are based on Hamming distances, Fourier coefficients, trajectory simi-
larities, and on counting the number of times that the robot is in a particular
state.
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3.4 Discussion

The maintenance of diversity using MOEAs has been successfully applied in
different fields. For instance, it has been shown to be a proper scheme for
reducing the bloat in genetic programming. It has also been used to overcome
the bootstrap problem in ER. As has been shown, a variety of schemes have
been proposed. In general, they clearly outperform the corresponding single-
objective schemes that do not consider any diversity preservation mechanism.
However, some schemes offer more promising solutions than others.

The use of the encoding-independent measures proposed in Abbass and
Deb (2003) is clearly outperformed by the use of genotypic and phenotypic
measures. Bui et al. (2005) carried out a study considering the encoding-
independent measures and the DCN, ADI and DBI objectives. Their compu-
tational results clearly show the superiority of the Euclidean-based distances.
The study was done with benchmark optimization problems. The same con-
clusions were drawn in Segura et al. (2011) and Segredo et al. (2011). In these
cases, the authors considered the Two-Dimensional Packing Problem and the
Antenna Frequency Problem. It is important to note that in these last two
studies, comparisons with single-objective schemes not considering diversity
preservation were also carried out. The experimental study showed that, de-
pending on the instance, the use of the diversity preservation scheme might be
beneficial or counterproductive. Finally, the use of hyperheuristics to automat-
ically select the diversity objectives and their parameters has proven effective
with benchmark problems (Segura et al., 2012a) and practical applications (Se-
gura et al., 2012b). The novel survivor selection scheme proposed in Segura
et al. (2013) shows a clear superiority in terms of premature convergence avoid-
ance. Thus, higher-quality results were achieved in the worst-case. However,
the better ability to deal with premature convergence produces a reduction
in the convergence speed in the average case for several of the benchmark
problems analyzed.

It is also important to note that studies considering several diversity preser-
vation schemes are scarce. In Bui et al. (2005), multi-objective schemes are
compared against MutateHigh, a method that preserves diversity by perform-
ing highly-disruptive mutations. In Snijders et al. (2006) the ADI scheme is
compared against a fitness sharing scheme. Finally, in Mouret and Doncieux
(2012), behavioral diversity and behavioral novelty are compared against fit-
ness sharing. In every case, the multi-objective schemes exhibit better perfor-
mance. However, further experimental studies of this sort are still needed.

Considering the field of ER, the advantages provided by multi-objective
schemes are noteworthy. Several studies in this field have compared behavioral
diversity with behavioral novelty (Mouret, 2011). The use of behavioral novelty
usually produces a reduction in the number of generations required to converge
to high-quality solutions. However, the computational burden involved is much
higher than that associated with behavioral diversity. Thus, the most suitable
scheme might well vary depending on the computational cost of the evaluation
functions. The metrics that can be used with any problem of the field of ErR
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have shown to be very effective (Doncieux and Mouret, 2010; Mouret and
Doncieux, 2012). Up to now they have been tested with four different problems,
and have provided benefits in every case.

4 Multi-Objectivization
4.1 Foundations

The simultaneous use of several objectives has a positive influence on the
optimization process of certain single-objective optimization problems (Louis
and Rawlins, 1993). In this case, the additional objectives are not diversity
measures that take into account the rest of the population, but rather ob-
jectives that depend solely on each individual’s chromosome. The exclusive
dependency on the genotypic values is the main difference with respect to the
diversity-based schemes previously presented. The transformation of single-
objective problems into multi-objective problems using this methodology has
been termed multiobjectivization (Knowles et al., 2001).

The principles behind multiobjectivization were first discussed in Louis
and Rawlins (1993). In this paper, a deceptive function that is the sum of two
components is multiobjectivized by considering each component as an objec-
tive. Pareto selection provides an implicit niching mechanism that facilitates
the maintenance of proper diversity. It also favors the combination of good
building blocks in the crossover operations, facilitating the achievement of
higher-quality solutions. It is worth noting that not much attention was paid
to this idea for almost a decade. The term multiobjectivization was first used
in Knowles et al. (2001), where the authors distinguished between two types of
multiobjectivization: decomposition and aggregation. The first one is based on
decomposing the original or target objective into several components in such
a way that the original optimum is a Pareto optimum in the new formulation.
The second one is based on considering some additional objectives that are
used in combination with the original objective. The proposals in Knowles
et al. (2001) focus on decomposition-based multiobjectivization. The positive
effect of multiobjectivization was shown for two different optimization prob-
lems: the Travelling Salesman Problem (TSP) and a benchmark problem. Since
then, several authors have conducted several theoretical and empirical studies
on this topic. Such studies can be divided into two groups:

— Studies of the principles of multiobjectivization.
— Applications of multiobjectivization to specific optimization problems.

4.2 Studies of the Principles of Multiobjectivization

The studies of the principles of multiobjectivization can be divided into three
main groups:
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— Analyses that explore the characteristics of the search process when mul-
tiobjectivization is used.

— Guidelines for the proper use of multiobjectivization.

— Studies of the computational complexity of multiobjectivized schemes.

Several theoretical studies have analyzed the way in which the search space
is transformed with the use of multiobjectivization, as well as their implications
in the optimization process. In the first papers published on this topic (Louis
and Rawlins, 1993; Knowles et al., 2001) it was shown that multiobjectiviza-
tion by decomposition could remove some local optima from the original for-
mulation. Moreover, it was also shown that some plateaus could be added.
These plateau regions were useful for destroying deceptive regions, enabling
the escape of low-quality regions. A more in-depth analysis of the effects of
multiobjectivization by decomposition was carried out in Handl et al. (2008b),
which showed that the use of Pareto selection in a decomposed problem has
only one possible effect, which is to introduce plateaus of incomparable solu-
tions. On the one hand, the increase in the number and size of plateaus might
negatively influence the search. On the other hand, the introduction of plateaus
might yield a reduction in the number of local optima, thus possibly mitigat-
ing the difficulty of the search. The authors show several decompositions that
introduce positive and negative effects in the optimization process.

Similar analyses have been performed for multiobjectivization by aggrega-
tion. The added objectives were referred to as “helper-objectives” in Jensen
(2004). Since then, the term helper-objective has been widely used. In the
analysis presented in Jensen (2004), the main reasons that helper objectives
can provide benefits in multiobjectivization were enumerated. These include:
(i) avoiding local optima, (ii) keeping diversity at a reasonable level, and (iii)
making the algorithm to identify good building blocks that can later be assem-
bled by crossover. The effects were analyzed considering two different problems
using helper-objectives. However, these reasons are also valid for multiobjec-
tivization by decomposition. A detailed analysis of the effects of multiobjec-
tivization with helper-objectives was done in Brockhoff et al. (2009). In this
paper, it was shown that the use of Pareto selection might have two effects:

— Comparable solutions can become incomparable, turning a region with a
given search space direction into a plateau.

— An indifferent relationship between solutions can become a comparable one,
turning a plateau of indifferent solutions into a region where the Pareto
dominance indicates a direction.

It was shown that both kinds of conversion can have a positive or negative
influence on the search. In the first case, the removed direction can be deceptive
or not. In the same way, in the second case, the generated direction can be
deceptive or it can guide the search to the global optimum.

Several different ways of using the principles of multiobjectivization have
been proposed. The work by Jensen (2004) shows that for a given optimization
problem, helper-objectives can be generated in several ways. Thus, the use of
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dynamic helper-objectives, where the helper objective applied is changed dur-
ing the optimization process, is proposed. Moreover, the use of several helper-
objectives simultaneously is tested. The use of a dynamic helper-objective
benefits the search because the changes in the structure of the search space
can facilitate escaping of local optima. However, using several objectives si-
multaneously does not produce benefits. The reason is that using too many
helper-objectives removes the selection pressure from the algorithm. In this
first approach, the helper-objectives are used considering a random order.

The importance of the sequence in which the helper-objectives are applied
was studied in Lochtefeld and Ciarallo (2011). It was shown that the order
used has a significant impact on the results. In addition, they show that for
the Job-Shop Scheduling Problem (JSP), a method for obtaining a proper or-
der can be defined. The defined order was statistically superior to a random
order for a large number of instances. Finally, a substantial analysis consider-
ing benchmark problems has also been carried out (Lochtefeld and Ciarallo,
2012). It shows that helper-objectives should be sequenced considering their
contribution to the fitness and that helper-objectives should have different lo-
cal optima than the target objective. Finally, for the cases in which several
helper-objectives are used simultaneously, more benefits can be obtained if
they have complementary properties.

Multiobjectivization has also been applied for the optimization of scalari-
zing fitness functions. Scalarizing functions can be used to transform a multi-
objective optimization problem into a single-objective optimization problem.
Some multi-objective optimization schemes solve different scalarizing func-
tions —as the weighted sum fitness functions— to yield an approximation of
the Pareto Front (Ishibuchi and Murata, 1998). Some authors have proposed
solving the scalarizing functions that emerge in multi-objective optimization
considering the principles of multiobjectivization. In some problems, the direct
use of each objective in a MOEA is successful only for some weight values. The
reason is that in many cases, MOEAs find solutions with a good convergence
to the Pareto Front, but they focus on the “knee” of the Pareto Front.

The first work to consider the use of multiobjectivization for solving scala-
rizing functions was presented in Ishibuchi et al. (2006). In order to avoid the
previously mentioned drawbacks, both the parent selection and the survivor
selection schemes are modified. The scheme considers two probabilities to spec-
ify how often the scalarizing fitness function is used for parent selection and for
replacement selection. In the remaining cases, multi-objective parent selection
and replacement schemes are used. The main drawback of the scheme is the
requirement of having to fine tune two additional parameters. A scheme that
avoids the use of additional parameters is presented in Ishibuchi and Nojima
(2007) where, instead of using the original objectives, certain linear combi-
nations of them are used as objectives. The weights are fixed in such a way
that the desired single-objective solution is found in the “knee” of the Pareto
Front. The scheme is successfully applied with up to four objectives. As the
authors of previous papers have pointed out, these schemes are not only valid
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for the scalarizing functions that emerge in multi-objective optimization, but
also for other single-objective optimization problems.

The use of multiobjectivization for multi-objective problems is even more
challenging. The reason is that, since a large number of objectives are consi-
dered, the selection pressure of the new scheme might be too low. A successful
approach to a multi-objective problem is presented in (Ishibuchi et al., 2010).
Specifically, a problem with two objectives is transformed into a problem with
four objectives. In order to avoid the excessive reduction of the selection pres-
sure, the objectives used are linear combinations of the original objectives.
Since the objectives are not independent but correlated, the typical problems
that emerge in MOEAs when applied to problems with four objectives do not
arise.

Finally, some studies that consider the complexity of EAs with multiobjec-
tivization have also been carried out. To our knowledge, the first complexity-
based study was done for the single-source shortest-path problem (Scharnow
et al., 2005). The analysis of the computational complexity showed that an
EA with a specific single-objective fitness function has an exponential com-
plexity. However, a polynomial complexity could be obtained by decompo-
sing such an objective into several components (one for each distance con-
sidered). The authors conclude that for this case, the multi-objective opti-
mization scheme better reflects the structure of the problem, so the fitness
vector reveals enough information to direct the search to promising regions.
Neumann and Wegener (2006) performed a similar analysis for the computa-
tion of the minimum spanning trees. The authors showed the superiority of
decomposition-based multiobjectivized schemes for calculating the minimum
spanning tree in dense graphs. In the case of sparsely connected graphs, the use
of the single-objective variant is preferred. Thus, considering such theoretical
studies, it has been shown that the suitability of using multi-objective schemes
is highly dependent on the optimization problem, and even on the type of in-
stance to be solved. Similar studies have also been carried out with benchmark
optimization problems. These studies have been carried out for both multiob-
jectivization by decomposition (Handl et al., 2008b) and multiobjectivization
by aggregation (Brockhoff et al., 2009). It was shown that the running time
behavior could be improved or worsened by using multiobjectivization.

4.3 Applications of multiobjectivization

Multiobjectivization has been used to tackle problems in several fields. This
section is devoted to list several problems that have been addressed consider-
ing the principles of multiobjectivization. The details of each scheme are not
described.

The reduction of bloat in genetic programming was one of the first appli-
cations of multiobjectivization (Bleuler et al., 2008). For this problem, the size
of the trees is used as a helper-objective. The idea is that maintaining trees
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with different sizes promotes a larger diversity in the population, and allows
for small trees with proper functionality.

The protein structure prediction problem has also been tackled with mul-
tiobjectivization in several studies (Handl et al., 2007, 2008a; Garza-Fabre
et al., 2012). The structure prediction problem involves the minimization of
an energy function. Multiobjectivized schemes are based on decomposing the
different energy terms into different functions. Different ways of decomposing
the energy function have been explored.

Some traditional NP-complete problems have also been examined. The
Travelling Salesman Problem (TsP) has been widely analyzed (Knowles et al.,
2001; Jensen, 2004; Jahne et al., 2009). In Knowles et al. (2001), multiobjec-
tivization by decomposition was used, while in Jensen (2004), helper-objectives
were applied. Jahne et al. (2009) considers both types of multiobjectivization.
The Job-Shop Scheduling Problem (JsP) has also been studied. In this case,
different proposals (Jensen, 2004; Lochtefeld and Ciarallo, 2011) have been
based on helper-objectives.

Some typical graph problems have also been studied. For instance, the
shortest path problem was analyzed in Scharnow et al. (2005), while the min-
imum spanning tree was analyzed in Neumann and Wegener (2006). In both
cases, multiobjectivization by decomposition was applied.

Finally, another problem with practical applications was multiobjectivized
in Greiner et al. (2007). The structure design problem is optimized by con-
sidering the number of different cross-section types as a helper-objective. The
addition of a helper-objective not only yields better solutions, but also provides
a more robust behavior considering the variation in the mutation rate.

4.4 Discussion

Multiobjectivization has been successfully applied to several complex opti-
mization problems. It has been shown for several cases that multiobjectivized
schemes provide much better solutions than similar single-objective schemes.
Studies based on both empirical and theoretical analyses have been carried
out. Studies with benchmark problems have shown that multiobjectiviza-
tion might be beneficial for several reasons: diversity maintenance, creation
of proper building blocks, etc. However, analyses with practical applications
have shown that the main benefits stem from the maintenance of proper di-
versity. In most cases, the schemes are not compared against other diversity
preservation schemes. Only in references such as Handl et al. (2008a); Jahne
et al. (2009), different schemes for promoting diversity were adopted. In these
cases, the advantages of multiobjectivization are less impressive than when
compared to the simpler versions of single-objective EAs. In any case, advan-
tages in terms of solution quality and increased robustness are reported.

In addition, several guidelines for the proper design and use of decompo-
sitions and helper-objectives have been proposed. This kind of research has
been very helpful for the successful use of multiobjectivization with differ-
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ent optimization problems. One of the principles that have yielded the most
benefits is the use of dynamic multiobjectivization. In these cases, different
helper-objectives are used in the different optimization stages. This helps to
promote diversity and to avoid premature convergence.

In the above description, the details of the multi-objective approaches ap-
plied have been omitted. The reason is that, in general, the studies that have
been reported have focused on the features of multiobjectivization and not on
the characteristics of the multi-objective schemes. However, it is worth men-
tioning that some of the best-known MOEAs have been applied in such studies:
Non-Dominated Sorting Genetic Algorithm 2 (NSGA-11), Strength Pareto Evo-
lutionary Algorithm II (SPEA2) and Multi-objective Fvolutionary Algorithm
Based on Decomposition (MOEA/D), among others. In some works (Greiner
et al., 2007), the use of additional diversity preservation techniques in the
MOEAs has provided further improvements. In addition, some research has
been based on hill-climbing schemes, which are mainly used to facilitate the
analysis of the transformations produced by multiobjectivization (Louis and
Rawlins, 1993; Brockhoff et al., 2009). However, for the most complex opti-
mization problems, typical MOEAs have been applied.

5 Future Trends

The amount of research that has been conducted into the three types of
schemes explored in this paper is very large. However, in each area there are
several research issues that remain to be solved. This section identifies some
possible fields of future work for each area.

The use of multi-objective methods for constrained single-objective opti-
mization problems is the area that has been most widely explored among those
analyzed in this paper. The number of different proposals is huge and several
successful proposals have been developed, so one of the main difficulties is
the selection of the technique to be applied. Since they arose with the aim
of avoiding the tuning of parameters in penalty-based schemes, this is a large
drawback to its use. Thus, in our opinion, there should be an effort to apply
these techniques using a common framework with the aim of better analy-
zing their performance. For instance, the benchmark problems proposed in
the Congress on Evolutionary Computation might be used. This would provide
fair comparison among the different techniques, providing a better insight into
the performance of each scheme. Considering some of the published results, a
completely superior algorithm is unlikely to be found. However, it would be of
great value to identify the types of problems that can be successfully solved
with each of the various optimization schemes currently available. Taking into
account this information, a set of solvers might be picked and integrated with
adaptive selection mechanisms as hyperheuristics. If successful, this might fa-
cilitate the solution of new problems where there is not much information on
the fitness landscape.
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As we have shown, for some constrained optimization problems, some
single-objective schemes are superior to multi-objective schemes. It would be
very interesting to identify those properties that hamper optimization for
multi-objective methods. In addition, exploring the properties of the best
single-objective schemes to understand the differences might give some insight
into possible areas to explore. For instance, many successful single-objective
schemes incorporate the use of a local search. This area of research has also
been explored in some multi-objective schemes, but the number of proposals
currently available is very scarce. In addition, in keeping with the idea of ap-
plying hyperheuristics, these might be used to combine single-objective and
multi-objective methods.

Finally, it is important to note that in recent years, several advances have
been made in the field of many-objective optimization. Since in some optimiza-
tion problems a large number of constraints arise, the application of some of
the latest advances in this field is very promising. Considering the importance
in constrained problems of producing some bias in the search so as to avoid
the over-exploration of non-promising regions, the direct use of many-objective
optimization is probably not helpful. However, some of the ideas explored in
this area might be successfully adapted to constrained optimization.

The number of methods that consider diversity as an objective is lim-
ited. Several different schemes have been devised, and a large number of opti-
mization problems have been tackled. As was mentioned earlier, some of the
schemes proposed have not been compared against some traditional diversity
preservation techniques, such as fitness sharing or crowding. Thus, develop-
ing a comparison among the different proposals with some of the most recent
published benchmark problems would be of great value. It is also important to
note that some of the currently used schemes have limited their use to some
specific areas. For instance, the multi-objective novelty-based approaches have
only been used in the field of evolutionary robotics. Since they have obtained
very promising results, it would be very interesting to test them, for example,
in real-parameter optimization environments. In addition, some other diver-
sity preservation techniques might inspire new innovations. For instance, the
proposal presented in Landa Silva and Burke (2004) is highly related to the
diversity preservation techniques explored herein. In this work, an additional
objective is used to promote diversity in multi-objective problems. The objec-
tive of each individual is calculated as the contribution to a global diversity
measure of the Pareto optimal set. Since this metric is calculated considering
the Pareto optimal set and the space of the objectives, it cannot be applied
to single-objective optimization. However, adapting it to single-objective op-
timization should not be too difficult. Since solutions of high-quality were
obtained with this proposal, developing an adaptation seems very promising.

Finally, in the case of multiobjectivization, several topics require further
research. The use of dynamic objectives is a very promising approach that has
yielded high-quality solutions in several schemes. The importance of the order
in which they are used has been shown, but so far, proper ordering mechanisms
have only been provided for the Job-Shop Scheduling Problem. It would be in-
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teresting to conduct similar studies for other typical optimization problems.
One of the inconveniences of the above method is the dependency between the
ordering mechanism and the optimization problem. It would also be interesting
to analyze whether the ordering might be automatically selected using adap-
tive mechanisms. In addition, research with scalarizing functions has shown
the importance of the location of the original optimum in the Pareto Front.
Specifically, clear improvements have been obtained when locating the single-
objective optimum in the knee of the Pareto Front. This fact has not been
considered in most of the currently available decomposition-based approaches.
Therefore, it would be interesting to analyze whether these functions provide
any additional benefits with other optimization problems.
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